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Introducing Symantec Data
Loss Prevention

This chapter includes the following topics:

About updates to the Symantec Data Loss Prevention Administration Guide
About Symantec Data Loss Prevention

About the Enforce platform

About Network Monitor and Prevent

About Network Discover/Cloud Storage Discover

About Network Protect

About Mobile Prevent

About Mobile Email Monitor

About Endpoint Discover

About Endpoint Prevent

About updates to the Symantec Data Loss Prevention
Administration Guide

This guide is occasionally updated as new information becomes available. You can
find the latest version of the Symantec Data Loss Prevention Administration Guide
at the following link to the Symantec Support Center article:
http://www.symantec.com/docs/DOC9261.

Subscribe to the article at the Support Center to be notified when there are updates.


http://www.symantec.com/docs/DOC9261
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The following table provides the history of updates to this version of the Symantec
Data Loss Prevention Administration Guide:

Table 1-1 Change history of the Symantec Data Loss Prevention Administration
Guide
Date Description

24 February 2017 | Removed the obsolete topic "Configuring Endpoint Servers for SSL
certificates."

Corrected the default value for the advanced agent setting
RULESRESULTSCACHE_FAST_CACHE_SIZE to 2048.

10 February 2017 | Corrected instructions on changing the Tomcat password.

Removed reference to a nonexistent Symantec Support Center article.

13 January 2017 Corrected the File Type Match format for RMS file types to match what
displays in the Enforce Server administration console: Microsoft RMS
Encrypted Office Binary File and Microsoft RMS Encrypted Open
Packaging Conventions File.

Corrected other file formats supported for content extraction to include
Open Packaging Conventions (OPC) file technology and XML Paper
Specification (XPS).

Added details about the macOS application monitoring Critical agent
alert, including details on how to resolve the issue.

Corrected references to the Mac operating system to read macOS.

Corrected description of Korea Residence Registration Number for
Korean data identifier.

Removed support for EBCDIC Text as a format supported for file type
identification.

About Symantec Data Loss Prevention

Symantec Data Loss Prevention enables you to:

= Discover and locate confidential information in cloud storage repositories, on
file and web servers, in databases, on mobile devices, and on endpoints (desk
and laptop systems)

= Protect confidential information through quarantine
= Monitor network traffic for transmission of confidential data

= Monitor and prevent the transmission of confidential data on mobile devices
connected to a VPN
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= Monitor the transmission of confidential data contained in corporate emails that
are sent using Microsoft Exchange ActiveSync and downloaded to mobile devices

= Monitor the use of sensitive data on endpoints

= Prevent transmission of confidential data to outside locations

= Automatically enforce data security and encryption policies
Symantec Data Loss Prevention includes the following components:

= Enforce Server
See “About the Enforce platform” on page 60.
See “About Symantec Data Loss Prevention administration” on page 66.
See “About the Enforce Server administration console” on page 67.

= Network Discover/Cloud Storage Discover
See “About Network Discover/Cloud Storage Discover” on page 61.

s Cloud Prevent for Email

= Network Protect
See “About Network Protect” on page 62.

= Network Monitor
= Network Prevent
= Mobile Email Monitor
See “About Mobile Email Monitor” on page 63.

= Mobile Prevent
See “About Mobile Prevent” on page 63.

= Endpoint Discover
See “About Endpoint Discover” on page 64.

= Endpoint Prevent
See “About Endpoint Prevent” on page 64.

The Discover, Protect, Monitor, Mobile Prevent, Mobile Email Monitor, and Prevent
modules can be deployed as stand-alone products or in combination. Regardless
of which stand-alone products you deploy, the Enforce Server is always provided

for central management. Note that the Network Protect module requires the Network
Discover/Cloud Storage Discover module.

Associated with each product module are corresponding detection servers and
cloud detectors:

= Network Discover/Cloud Storage Discover Server locates the exposed
confidential data on a broad range of enterprise data repositories including:
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= Box cloud storage

= Dropbox Business cloud storage
= OneDrive for Business cloud storage
= File servers

= Databases

= Microsoft SharePoint

= |BM/Lotus Notes

= EMC Documentum

= Livelink

= Microsoft Exchange

= Web servers

= Other data repositories

If you are licensed for Network Protect, this server also copies and quarantines
sensitive data on file servers, or applies visual tags to confidential data in Box
cloud storage, as specified in your policies.

See “About Network Discover/Cloud Storage Discover” on page 61.

= Network Monitor Server monitors the traffic on your network.
See “About Network Monitor and Prevent” on page 61.

= Network Prevent for Email Server blocks emails that contain sensitive data.
See “About Network Monitor and Prevent” on page 61.

= Network Prevent for Web Server blocks HTTP postings and FTP transfers that
contain sensitive data.
See “About Network Monitor and Prevent” on page 61.

= Mobile Prevent for Web Server monitors and blocks HTTP/S and FTP transfers
that contain sensitive data over mobile devices that are connected to a VPN.
See “About Mobile Prevent” on page 63.

= Mobile Email Monitor Server monitors corporate emails that are sent through
Microsoft Exchange ActiveSync and downloaded to mobile devices.
See “About Mobile Email Monitor” on page 63.

= Endpoint Server monitors and prevents the misuse of confidential data on
endpoints.

The distributed architecture of Symantec Data Loss Prevention allows organizations
to:

= Perform centralized management and reporting.
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Centrally manage data security policies once and deploy immediately across
the entire Symantec Data Loss Prevention suite.

Scale data loss prevention according to the size of your organization.

About the Enforce platform

The Symantec Data Loss Prevention Enforce Server is the central management
platform that enables you to define, deploy, and enforce data loss prevention and
security policies. The Enforce Server administration console provides a centralized,
web-based interface for deploying detection servers, authoring policies, remediating
incidents, and managing the system.

See “About Symantec Data Loss Prevention” on page 57.

The Enforce platform provides you with the following capabilities:

Build and deploy accurate data loss prevention policies. You can choose among
various detection technologies, define rules, and specify actions to include in
your data loss prevention policies. Using provided regulatory and best-practice
policy templates, you can meet your regulatory compliance, data protection and
acceptable-use requirements, and address specific security threats.

See “About Data Loss Prevention policies” on page 321.

See “Detecting data loss” on page 334.

Automatically deploy and enforce data loss prevention policies. You can automate
policy enforcement options for notification, remediation workflow, blocking, and
encryption.

Measure risk reduction and demonstrate compliance. The reporting features of
the Enforce Server enables you to create actionable reports identifying risk
reduction trends over time. You can also create compliance reports to address
conformance with regulatory requirements.

See “About Symantec Data Loss Prevention reports” on page 1300.

See “About incident reports” on page 1303.

Empower rapid remediation. Based on incident severity, you can automate the
entire remediation process using detailed incident reporting and workflow
automation. Role-based access controls empower individual business units and
departments to review and remediate those incidents that are relevant to their
business or employees.

See “About incident remediation” on page 1225.

See “Remediating incidents” on page 1228.

Safeguard employee privacy. You can use the Enforce Server to review incidents
without revealing the sender identity or message content. In this way,

60



Introducing Symantec Data Loss Prevention
About Network Monitor and Prevent

multi-national companies can meet legal requirements on monitoring European
Union employees and transferring personal data across national boundaries.
See “About role-based access control” on page 95.

About Network Monitor and Prevent

The Symantec Data Loss Prevention network data monitoring and prevention
products include:

Network Monitor

Network Monitor captures and analyzes traffic on your network. It detects
confidential data and significant traffic metadata over the protocols that you
specify. For example, SMTP, FTP, HTTP, and various IM protocols. You can
configure a Network Monitor Server to monitor custom protocols and to use a
variety of filters (per protocol) to filter out low-risk traffic.

Network Prevent for Email

Network Prevent for Email integrates with standard MTAs and hosted email
services to provide in-line active SMTP email management. Policies that are
deployed on in-line Network Prevent for Email Server direct the next-hop mail
server to block, reroute, or tag email messages. These blocks are based on
specific content and other message attributes. Communication between MTAs
and Network Prevent for Email Server can be secured as necessary using TLS.
Implement Network Monitor, review the incidents it captures, and refine your
policies accordingly before you implement Network Prevent for Email.

See the Symantec Data Loss Prevention MTA Integration Guide for Network
Prevent for Email.

Network Prevent for Web

For in-line active web request management, Network Prevent for Web integrates
with an HTTP, HTTPS, or FTP proxy server. This integration uses the Internet
Content Adaptation Protocol (ICAP) . The Network Prevent for Web Server
detects confidential data in HTTP, HTTPS, or FTP content. When it does, it
causes the proxy to reject requests or remove HTML content as specified by
the governing policies.

About Network Discover/Cloud Storage Discover

Network Discover/Cloud Storage Discover scans cloud storage repositories,
networked file shares, web content servers, databases, document repositories, and
endpoint systems at high speeds to detect exposed data and documents. Network
Discover/Cloud Storage Discover enables companies to understand exactly where
confidential data is exposed and helps significantly reduce the risk of data loss.
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Network Discover/Cloud Storage Discover gives organizations the following
capabilities:

Pinpoint unprotected confidential data. Network Discover/Cloud Storage Discover
helps organizations accurately locate at risk data that is stored on their networks.
You can then inform shared file server owners to protect the data.

Reduce proliferation of confidential data. Network Discover/Cloud Storage
Discover helps organizations to detect the spread of sensitive information
throughout the company and reduce the risk of data loss.

Automate investigations and audits. Network Discover/Cloud Storage Discover
streamlines data security investigations and compliance audits. It accomplishes
this task by enabling users to scan for confidential data automatically, as well
as review access control and encryption policies.

During incident remediation, Veritas Data Insight helps organizations solve the
problem of identifying data owners and responsible parties for information due
to incomplete or inaccurate metadata or tracking information.

See the Symantec Data Loss Prevention Data Insight Implementation Guide.

To provide additional flexibility in remediating Network Discover/Cloud Storage
Discover incidents, use the FlexResponse application programming interface
(API), or the FlexResponse plug-ins that are available.

See the Symantec Data Loss Prevention FlexResponse Platform Developers
Guide, or contact Symantec Professional Services for a list of plug-ins.

See “About Symantec Data Loss Prevention” on page 57.

About Network Protect

Network Protect reduces your risk by removing exposed confidential data, intellectual
property, and classified information from open file shares on network servers or
desktop computers. Note that there is no separate Network Protect server; the
Network Protect product module adds protection functionality to the Network
Discover Server.

Network Protect gives organizations the following capabilities:

Apply visual tags to content in Box cloud storage. Network Protect can apply a
text tag to files that violate policies that are store in Box cloud storage.

Quarantine exposed files. Network Protect can automatically move those files
that violate policies to a quarantine area that re-creates the source file structure
for easy location. Optionally, Symantec Data Loss Prevention can place a marker
text file in the original location of the offending file. The marker file can explain
why and where the original file was quarantined.
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= Copy exposed or suspicious files. Network Protect can automatically copy those
files that violate policies to a quarantine area. The quarantine area can re-create
the source file structure for easy location, and leave the original file in place.

= Quarantine file restoration. Network Protect can easily restore quarantined files
to their original or a new location.

= Enforce access control and encryption policies. Network Protect proactively
ensures workforce compliance with existing access control and encryption
policies.

See “About Symantec Data Loss Prevention” on page 57.

See “Configuring Network Protect for file shares” on page 1590.

About Mobile Prevent

Mobile Prevent monitors email, web, and application communications from mobile
devices to prevent sensitive information from leaving your organization. After the
connection to the corporate network is established, all network traffic is sent to the
Mobile Prevent for Web Server for analysis. In this way, you can protect your
organization's sensitive information while allowing mobile device users to access
sites and apps such as Facebook, Dropbox, and Twitter.

With Mobile Prevent, you can perform the following activities:

= Monitor confidential information leaving a mobile device through HTTP, HTTPS,
or FTP traffic.

= Prevent confidential information from leaving a mobile device through HTTP,
HTTPS, or FTP traffic.

= Remediate incidents originating from a mobile device.

Mobile Email Monitor and Mobile Prevent are both included in the Symantec Data
Loss Prevention for Mobile license.

See “About mobile device management” on page 1919.
See “Implementing Mobile Prevent for Web” on page 1920.

See “About Symantec Data Loss Prevention” on page 57.

About Mobile Email Monitor

Mobile Email Monitor monitors corporate email that are sent through Microsoft
Exchange ActiveSync and downloaded to the native email client on supported
mobile devices.
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With Mobile Email Monitor, you can perform the following activities:

= Monitor confidential information sent in corporate emails that are downloaded
to mobile devices.

s Track what sensitive information was downloaded to monitored mobile devices
that are subsequently lost or stolen.

Mobile Email Monitor and Mobile Prevent are both included in the Symantec Data
Loss Prevention for Mobile license.

See Table 90-1 on page 1938.

See “About Symantec Data Loss Prevention” on page 57.

About Endpoint Discover

Endpoint Discover detects sensitive data on your desktop or your laptop endpoints.
It consists of at least one Endpoint Server and at least one Symantec DLP Agent
that runs on an endpoint. You can have many Symantec DLP Agents connected
to a single Endpoint Server. Symantec DLP Agents:

= Detect sensitive data in the endpoint file system.

= Collect data on that activity.

= Send incidents to the Endpoint Server.

» Send the data to the associated Endpoint Server for analysis, if necessary.

See “About Symantec Data Loss Prevention” on page 57.

About Endpoint Prevent

Endpoint Prevent detects and prevents sensitive data from leaving from your desktop
or your laptop endpoints. It consists of at least one Endpoint Server and all the
Symantec DLP Agents running on the endpoint systems that are connected to it.
You can have many Symantec DLP Agents connected to a single Endpoint Server.
Endpoint Prevent detects on the following data transfers:

= Application monitoring

= CD/DVD
= Clipboard
»  Email/SMTP

s eSATA removable drives

= FTP



HTTP/HTTPS
IM

Network shares
Print/Fax

USB removable media devices

Introducing Symantec Data Loss Prevention
About Endpoint Prevent

See “About Symantec Data Loss Prevention” on page 57.
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Getting started
administering Symantec
Data Loss Prevention

This chapter includes the following topics:

About Symantec Data Loss Prevention administration

About the Enforce Server administration console

Logging on and off the Enforce Server administration console
About the administrator account

Performing initial setup tasks

Changing the administrator password

Adding an administrator email account

Editing a user profile

Changing your password

About Symantec Data Loss Prevention administration

The Symantec Data Loss Prevention system consists of one Enforce Server and
one or more detection servers.

The Enforce Server stores all system configuration, policies, saved reports, and
other Symantec Data Loss Prevention information and manages all activities.
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System administration is performed from the Enforce Server administration console,
which is accessed by a Firefox or Internet Explorer Web browser. The Enforce
console is displayed after you log on.

See “About the Enforce Server administration console” on page 67.

After completing the installation steps in the Symantec Data Loss Prevention
Installation Guide, you must perform initial configuration tasks to get Symantec
Data Loss Prevention up and running for the first time. These are essential tasks
that you must perform before the system can begin monitoring data on your network.

See “Performing initial setup tasks” on page 69.

About the Enforce Server administration console

You administer the Symantec Data Loss Prevention system through the Enforce
Server administration console.

The Administrator user can see and access all parts of the administration console.
Other users can see only the parts to which their roles grant them access. The user
account under which you are currently logged on appears at the top right of the
screen.

When you first log on to the administration console, the default Home page is
displayed. You and your users can change the default Home page using the Home
page selection button.

See Table 2-1 on page 67.

To navigate through the system, select items from one of the four menu clusters
(Home, Incidents, Manage, and System).

Located in the upper-right portion of the administration console are the following
navigation and operation icons:

Table 2-1 Administration console navigation and operation icons
lcon Description
E.] Help. Click this icon to access the context-sensitive online help for your

current page.

ﬁ' Select this page as your Home page. If the current screen cannot be
I selected as your Home page, this icon is unavailable.

&= Back to previous screen. Symantec recommends using this Back button
rather than your browser Back button. Use of your browser Back button
may lead to unpredictable behavior and is not recommended.
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Table 2-1 Administration console navigation and operation icons (continued)
Icon Description
)] Screen refresh. Symantec recommends using this Refresh button rather

than your browser Reload or Refresh button. Use of your browser
buttons may lead to unpredictable behavior and is not recommended.

Print the current report. If the current screen contents cannot be sent to
the printer, this icon is unavailable.

(-]

Email the current report to one or more recipients. If the current screen
contents cannot be sent as an email, this icon is unavailable.

See

Logging on an
console

“Logging on and off the Enforce Server administration console” on page 68.

d off the Enforce Server administration

If you are assigned more than one role, you can only log on under one role at a
time. You must specify the role name and user name at logon.

To log on to the Enforce Server

1

On the Enforce Server host, open a browser and point it to the URL for your
server (as provided by the Symantec Data Loss Prevention administrator).

On the Symantec Data Loss Prevention logon screen, enter your user name
in the Username field. For the administrator role, this user name is always
Administrator. Users with multiple roles should specify the role name and
the user name in the format role\user (for example, Reportviewer\bsmith).
If they do not, Symantec Data Loss Prevention assigns the user a role upon
logon.

See “Configuring roles” on page 102.

In the Password field, type the password. For the administrator at first logon,
this password is the password you created during the installation.

For installation details, see the appropriate Symantec Data Loss Prevention
Installation Guide.

Click login.

The Enforce Server administration console appears. The administrator can
access all parts of the administration console, but another user can see only
those parts that are authorized for that particular role.

68
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To log out of the Enforce Server
1 Click logout at the top right of the screen.
2 Click OK to confirm.

Symantec Data Loss Prevention displays a message confirming the logout
was successful.

See “Editing a user profile” on page 71.

About the administrator account

The Symantec Data Loss Prevention system is preconfigured with a permanent
administrator account. Note that the name is case sensitive and cannot be changed.
You configured a password for the administrator account during installation.

Refer to the Symantec Data Loss Prevention Installation Guide for more information.

Only the administrator can see or modify the administrator account. Role options
do not appear on the administrator configure screen, because the administrator
always has access to every part of the system.

See “Changing the administrator password” on page 70.

See “Adding an administrator email account” on page 71.

Performing initial setup tasks

After completing the installation steps in the Symantec Data Loss Prevention
Installation Guide, you must perform initial configuration tasks to get Symantec
Data Loss Prevention up and running for the first time. These are essential tasks
that you must perform before the system can begin monitoring data on your network.

= Change the Administrator's password to a unique password only you know, and
add an email address for the Administrator user account so you can be notified
of various system events.

See “About the administrator account” on page 69.

= Add and configure your detection servers.
See “Adding a detection server” on page 225.
See “Server configuration—basic” on page 201.

= Add any user accounts you need in addition to those supplied by your Symantec
Data Loss Prevention solution pack.

= Review the policy templates provided with your Symantec Data Loss Prevention
solution pack to familiarize yourself with their content and data requirements.
Revise the polices or create new ones as needed.
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= Add the data profiles that you plan to associate with policies.
Data profiles are not always required. This step is necessary only if you are
licensed for data profiles and if you intend to use them in policies.

Changing the administrator password

During installation, you created a generic administrator password. When you log
on for the first time, you should change this password to a unique, secret password.

See the Symantec Data Loss Prevention Installation Guide for more information.
Passwords are case-sensitive and they must contain at least eight characters.

Note that you can configure Symantec Data Loss Prevention to require strong
passwords. Strong passwords are passwords specifically designed to be difficult
to break. Password policy is configured from the System > Settings > General >
Configure screen.

When your password expires, Symantec Data Loss Prevention displays the
Password Renewal window at the next logon. When the Password Renewal window
appears, type your old password, and then type your new password and confirm
it.

See “Configuring user accounts” on page 110.
To change the administrator password
1 Log on as administrator.
2 Click Profile in the upper-right corner of the administration console.
3 On the Edit Profile screen:
= Enter your new password in the New Password field.

= Re-enter your new password in the Re-enter New Password field. The
two new passwords must be identical.

Note that passwords are case-sensitive.
4 Click Save.
See “About the administrator account” on page 69.
See “About the Enforce Server administration console” on page 67.

See “About the System Overview screen” on page 230.
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Adding an administrator email account

You can specify an email address to receive administrator account related
messages.

To add or change an administrator email account
1 Click Profile in the upper-right corner of the administration console.

2 Type the new (or changed) administrator email address in the email Address
field.

The email addresses must include a fully qualified domain name. For example:

my name@acme.com.

3 Click Save.

See “About the administrator account” on page 69.

See “About the Enforce Server administration console” on page 67.

See “About the System Overview screen” on page 230.

Editing a user profile

System users can use the Profile screen to configure their profile passwords, email
addresses, and languages.

Users can also specify their report preferences at the Profile screen.

To display the Profile screen, click the drop-down list at the top-right of the Enforce
Server administration console, then select Profile.

The Profile screen is divided into the following sections:

= Authentication. Use this section to change your password, or select certificate
authentication, if available.

» General. Use this section to specify your email address, choose a language
preference, and view your selected home page.

= Report Preferences. Use this section to specify your preferred text encoding,
CSV delimiter, and XML export preferences.

= Roles This section displays your role. Note that this section is not displayed for
the administrator because the administrator is authorized to perform all roles.
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The Authentication section:

To change your password

1 Enter your new password in the New Password field.

2 Re-enter your new password in the Re-enter New Password field.
3 Click Save.

To use certificate authentication

1 If certificate authentication is available to you, select Use Certificate
authentication.

2  Enter your LDAP common name (CN) in the Common Name (CN) field.
3 Click Save.

The General section:

The next time you log on, you must use your new password.

See “Changing your password” on page 74.

To specify a new personal email address

1 Inthe Email Address field enter your personal email address.
2 Click Save.

Individual Symantec Data Loss Prevention users can choose which of the available
languages and locales they want to use.

To choose a language for individual use
1 Click the option next to your language choice.
2 Click Save.
The Enforce Server administration console is re-displayed in the new language.

Choosing a language profile has no effect on the detection of policy violations.
Detection is performed on all content that is written in any supported language
regardless of the language you choose for your profile.

See “About support for character sets, languages, and locales” on page 75.

The languages available to you are determined when the product is installed and
the later addition of language packs for Symantec Data Loss Prevention. The effect
of choosing a different language varies as follows:

= Locale only. If the language you choose has the notice Translations not available,
dates and numbers are displayed in formats appropriate for the language.
Reports and lists are sorted in accordance with that language. But the
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administration console menus, labels, screens, and Help system are not
translated and remain in English.
See “About locales” on page 80.

Translated. The language you choose may not display the notice Translations
not available. In this case, in addition to the number and date format, and sort
order, the administration console menus, labels, screens, and in some cases
the Help system, are translated into the chosen language.

See “About Symantec Data Loss Prevention language packs” on page 79.

The Report Preferences section:

To select your text encoding

1

Select a text encoding option:

= Use browser default encoding. Check this box to specify that text files
use the same encoding as your browser.

» Pull down menu. Click on an encoding option in the pull down menu to
select it.

Click Save.

The new text encoding is applied to CSV exported files. This encoding lets you
select a text encoding that matches the encoding that is expected by CSV
applications.

To select a CSV delimiter

Choose one of the delimiters from the pull-down menu.
Click Save.

The new delimiter is applied to the next comma-separated values (CSV) list
that you export.

See “About incident reports” on page 1303.

See “Exporting incident reports” on page 1323.

To select XML export details

1

Include Incident Violations in XML Export. If this box is checked, reports
exported to XML include the highlighted matches on each incident snapshot.

Include Incident History in XML Export. If this box is checked, reports
exported to XML include the incident history data that is contained in the History
tab of each incident snapshot.

Click Save.

Your selections are applied to the next report you export to XML.
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If neither box is checked, the exported XML report contains only the basic incident
information.

See “About incident reports” on page 1303.
See “Exporting incident reports” on page 1323.

Changing your password

When your password expires, Symantec Data Loss Prevention displays the
Password Renewal window at the next logon. When the Password Renewal window
appears, enter your new password and confirm it.

When your password expires, the system requires you to specify a new one the
next time you attempt to log on. If you are required to change your password, the
Password Renewal window appears.

To change your password from the Password Renewal window

1 Enteryourold password in the Old password field of the Password Renewal
window.

2 Enteryour new password in the New Password field of the Password Renewal
window.

3 Re-enter your new password in the Re-enter New Password field of the
Password Renewal window.

The next time you log on, you must use your new password.

You can also change your password at any time from the Profile screen.
See “Editing a user profile” on page 71.

See “About the administrator account” on page 69.

See “Logging on and off the Enforce Server administration console” on page 68.



Working with languages
and locales

This chapter includes the following topics:

About support for character sets, languages, and locales

Supported languages for detection

Working with international characters

About Symantec Data Loss Prevention language packs

About locales

Using a non-English language on the Enforce Server administration console

Using the Language Pack Utility

About support for character sets, languages, and

locales

Symantec Data Loss Prevention fully supports international deployments by offering
a large number of languages and localization options:

Policy creation and violation detection across many languages.

The supported languages can be used in keywords, data identifiers, regular
expressions, exact data profiles (EDM) and document profiles (IDM).

See “Supported languages for detection” on page 76.

Operation on localized and Multilingual User Interface (MUI) versions of Windows
operating systems.
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» International character sets. To view and work with international character sets,

the system on which you are viewing the Enforce Server administration console
must have the appropriate capabilities.
See “Working with international characters” on page 78.

s Locale-based date and number formats, as well as sort orders for lists and
reports.
See “About locales” on page 80.

= Localized user interface (Ul) and Help system. Language packs for Symantec
Data Loss Prevention provide language-specific versions of the Enforce Server
administration console. They may also provide language-specific versions of
the online Help system.

Note: These language packs are added separately following initial product
installation.

= Localized product documentation.

» Language-specific notification pop-ups. Endpoint notification pop-ups appear
in the display language that is selected on the endpoint instead of the system
locale language. For example, if the system locale is set to English and the user
sets the display language to German, the notification pop-up appears in German.

Note: A mixed language notification pop-up displays if the user locale language
does not match the language used in the response rule.

Supported languages for detection

Symantec Data Loss Prevention supports a large number of languages for detection.
Policies can be defined that accurately detect and report on the violations that are
found in content in these languages.

Table 3-1 Languages supported by Symantec Data Loss Prevention
Language Version 11.x Version 12.x | Version 14.x Version 14.6
Arabic Yes Yes Yes Yes
Brazilian Portuguese Yes Yes Yes Yes
Chinese (traditional) Yes Yes Yes Yes
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Table 3-1 Languages supported by Symantec Data Loss Prevention
(continued)

Language Version 11.x Version 12.x | Version 14.x Version 14.6
Chinese (simplified) Yes Yes Yes Yes
Czech Yes Yes Yes Yes
Danish Yes Yes Yes Yes
Dutch Yes Yes Yes Yes
English Yes Yes Yes Yes
Finnish Yes Yes Yes Yes
French Yes Yes Yes Yes
German Yes Yes Yes Yes
Greek Yes Yes Yes Yes
Hebrew Yes Yes Yes Yes
Hungarian Yes Yes Yes Yes
Italian Yes Yes Yes Yes
Japanese Yes Yes Yes Yes
Korean Yes Yes Yes Yes
Norwegian Yes Yes Yes Yes
Polish Yes Yes Yes Yes
Portuguese Yes Yes Yes Yes
Romanian Yes Yes Yes Yes
Russian Yes Yes Yes Yes
Spanish Yes Yes Yes Yes
Swedish Yes Yes Yes Yes
Turkish Yes* Yes* Yes* Yes*

*Symantec Data Loss Prevention cannot be installed on a Windows operating
system that is localized for the Turkish language, and you cannot choose Turkish
as an alternate locale.
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For additional information about specific languages, see the Symantec Data Loss
Prevention Release Notes.

A number of capabilities are not implied by this support:

= Technical support provided in a non-English language. Because Symantec Data
Loss Prevention supports a particular language does not imply that technical
support is delivered in that language.

» Localized administrative user interface (Ul) and documentation. Support for a
language does not imply that the Ul or product documentation has been localized
into that language. However, even without a localized Ul, user-defined portions
of the Ul such as pop-up notification messages on the endpoint can still be
localized into any language by entering the appropriate text in the Ul.

= Localized content. Keywords are used in a number of areas of the product,
including policy templates and data identifiers. Support for a language does not
imply that these keywords have been translated into that language. Users may,
however, add keywords in the new language through the Enforce Server
administration console.

= New file types, protocols, applications, or encodings. Support for a language
does not imply support for any new file types, protocols, applications, or
encodings that may be prevalent in that language or region other than what is
already supported in the product.

» Language-specific normalization. An example of normalization is to treat accented
and unaccented versions of a character as the same. The product already
performs a number of normalizations, including standard Unicode normalization
that should cover the vast majority of cases. However, it does not mean that all
potential normalizations are included.

= Region-specific normalization and validation. An example of this is the awareness
that the product has of the format of North American phone numbers, which
allows it to treat different versions of a number as the same, and to identify
invalid numbers in EDM source files. Support for a language does not imply this
kind of functionality for that language or region.

Items in these excluded categories are tracked as individual product enhancements
on a language- or region-specific basis. Contact Symantec Technical Support for
additional information on language-related enhancements or plans for the languages
not listed.

See “About support for character sets, languages, and locales” on page 75.

Working with international characters

You can use a variety of languages in Symantec Data Loss Prevention, based on:
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= The operating system-based character set installed on the computer from which
you view the Enforce Server administration console

= The capabilities of your browser

For example, an incident report on a scan of Russian-language data would contain
Cyrillic characters. To view that report, the computer and browser you use to access
the Enforce Server administration console must be capable of displaying these
characters. Here are some general guidelines:

= If the computer you use to access the Enforce Server administration console
has an operating system localized for a particular language, you should be able
to view and use a character set that supports that language.

= If the operating system of the computer you use to access the administration
console is not localized for a particular language, you may need to add
supplemental language support. This supplemental language support is added
to the computer you use to access the administration console, not on the Enforce
Server.

=  On a Windows system, you add supplemental language support using the
Control Panel > Regional and Language Options > Languages (tab) -
Supplemental Language Support to add fonts for some character sets.

= It may also be necessary to set your browser to accommodate the characters
you want to view and enter.

Note: The Enforce Server administration console supports UTF-8 encoded data.

= On a Windows system, it may also be necessary to use the Languages —
Supplemental Language Support tab under Control Panel > Regional and
Language Options to add fonts for some character sets.

See the Symantec Data Loss Prevention Release Notes for known issues regarding
specific languages.

See “About support for character sets, languages, and locales” on page 75.

About Symantec Data Loss Prevention language packs

Language packs for Symantec Data Loss Prevention localize the product for a
particular language on Windows-based systems. After a language pack has been
added to Symantec Data Loss Prevention, administrators can specify it as the
system-wide default. If multiple language packs have been made available by the
administrator for use, individual users can choose the language they want to work
in.
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See “Using a non-English language on the Enforce Server administration console”
on page 81.

Language pack selection results in the following:

s Its locale becomes available to administrators and end users in Enforce Server
Configuration screen.

= Enforce Server screens, menu items, commands, and messages appear in the
language.

= The Symantec Data Loss Prevention Help system may be displayed in the
language.

Language packs for Symantec Data Loss Prevention are available from Symantec
File Connect.

Caution: When you install a new version of Symantec Data Loss Prevention, any
language packs you have installed are deleted. For a new, localized version of
Symantec Data Loss Prevention, you must upgrade to a new version of the language
pack.

See “About locales” on page 80.

See “About support for character sets, languages, and locales” on page 75.

About locales

A locale provides the following:
= Displays dates and numbers in formats appropriate for that locale.

» Sorts lists and reports based on text columns, such as "policy name" or "file
owner," alphabetically according to the rules of the locale.

Locales are installed as part of a language pack.

An administrator can also configure an additional locale for use by individual users.
This additional locale need only be supported by the required version of Java.

For a list of these locales, see

http://www.oracle.com/technetwork/java/javase/javase7locales-334809.html.

The locale can be specified at product installation time, as described in the Symantec
Data Loss Prevention Installation Guide. It can also be configured at a later time
using the Language Pack Utility.

See “Using a non-English language on the Enforce Server administration console”
on page 81.
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See “About support for character sets, languages, and locales” on page 75.

Using a non-English language on the Enforce Server
administration console

The use of locales and languages is specified through the Enforce Server
administration console by the following roles:

= Symantec Data Loss Prevention administrator. Specifies that one of the available
languages be the default system-wide language and sets the locale.

» Individual Symantec Data Loss Prevention user. Chooses which of the available
locales to use.

Note: The addition of multiple language packs could slightly affect Enforce Server
performance, depending on the number of languages and customizations present.
This results because an additional set of indexes has to be built and maintained
for each language.

Warning: Do not modify the Oracle database NLS_LANGUAGE and
NLS_TERRITORY settings.

See “About Symantec Data Loss Prevention language packs” on page 79.
See “About locales” on page 80.

A Symantec Data Loss Prevention administrator specifies which of the available
languages is the default system-wide language.

To choose the default language for all users

1 On the Enforce Server, go to System > Settings > General and click
Configure.

The Edit General Settings screen is displayed.

2 Scroll to the Language section of the Edit General Settings screen, and click
the button next to the language you want to use as the system-wide default.

3 Click Save.

Individual Symantec Data Loss Prevention users can choose which of the available
languages and locales they want to use by updating their profiles.

See “Editing a user profile” on page 71.

Administrators can use the Language Pack Utility to update the available languages.
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See “Using the Language Pack Utility” on page 82.

See “About support for character sets, languages, and locales” on page 75.

Note: If the Enforce Server runs on a Linux host, you must install language fonts
on the host machine using the Linux Package Manager application. Language font
packages begin with fonts-<language name>. For example,
fonts-japanese-0.20061016-4.el5.noarch

Using the Language Pack Utility

To make a specific locale available for Symantec Data Loss Prevention, you add
language packs through the Language Pack Utility.

You run the Language Pack Utility from the command line. Its executable,
LanguagePackUtility.exe, residesinthe \symantecDLP\Protect\bin directory.

To use the Language Pack Utility, you must have Read, Write, and Execute
permissions on all of the \symantecDLP folders and subfolders.

To display help for the utility, such as the list of valid options and their flags, enter
LanguagePackUtility without any flags.

Note: Running the Language Pack Utility causes the VontuManager and
VontulncidentPersister services to stop for as long as 20 seconds. Any users who
are logged on to the Enforce Server administration console will be logged out
automatically. When finished making its updates, the utility restarts the services
automatically, and users can log back on to the administration console.

Language packs for Symantec Data Loss Prevention can be obtained from Symantec
File Connect.
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To add a language pack (Windows)

1

Advise other users that anyone currently using the Enforce Server administration
console must save their work and log off.

Run the Language Pack Utility with the -a flag followed by the name of the ZIP
file for that language pack. Enter:

LanguagePackUtility -a filename

where filename is the fully qualified path and name of the language pack ZIP
file.

For example, if the Japanese language pack ZIP file is stored in c: \temp, add
it by entering:

LanguagePackUtility -a c:\temp\Symantec DLP_14.6_Japanese.zip

To add multiple language packs during the same session, specify multiple file
names, separated by spaces, for example:

LanguagePackUtility -a
c:\temp\Symantec_DLP_14.6_Japanese.zip
Symantec DLP_14.6_ Chinese.zip

Log on to the Enforce Server administration console and confirm that the new
language option is available on the Edit General Settings screen. To do this,
go to System > Settings > General > Configure > Edit General Settings.

To add a language pack (Linux)

1

Advise other users that anyone currently using the Enforce Server administration
console must save their work and log off.

Open a terminal session to the Enforce Server host and switch to the
DLP system account by running the following command:

su - DLP_ system account
Run the following command:

DLP_home/Protect/bin/LanguagePackUtility -a <path to language
pack zip file>

Log on to the Enforce Server administration console and confirm that the new
language option is available on the Edit General Settings screen. To do this,
go to System > Settings > General > Configure > Edit General Settings.
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To remove a language pack

1

Advise users that anyone currently using the Enforce Server administration
console must save their work and log off.

Run the Language Pack Utility with the -r flag followed by the Java locale code
of the language pack you want to remove. Enter:

LanguagePackUtility -r locale
where locale is a valid Java locale code corresponding to a Symantec Data
Loss Prevention language pack.

For example, to remove the French language pack enter:
LanguagePackUtility -r fr FR

To remove multiple language packs during the same session, specify multiple
file names, separated by spaces.

Log on to the Enforce Server administration console and confirm that the
language pack is no longer available on the Edit General Settings screen.
To do this, go to System > Settings > General > Configure > Edit General
Settings.

Removing a language pack has the following effects:

Users can no longer select the locale of the removed language pack for individual
use.

Note: If the locale of the language pack is supported by the version of Java
required for running Symantec Data Loss Prevention, the administrator can later
specify it as an alternate locale for any users who need it.

The locale reverts to the system-wide default configured by the administrator.

If the removed language was the system-wide default locale, the system locale
reverts to English.
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To change or add a locale

1

Advise users that anyone currently using the Enforce Server administration
console must save their work and log off.

Run the Language Pack Utility using the -c flag followed by the Java locale
code for the locale that you want to change or add. Enter:
LanguagePackUtility -c locale

where locale is a valid locale code recognized by Java, such as pt_pT for
Portuguese.

For example, to change the locale to Brazilian Portuguese enter:

LanguagePackUtility -c pt BR

Log on to the Enforce Server administration console and confirm that the new
alternate locale is now available on the Edit General Settings screen. To do
this, go to System > Settings > General > Configure > Edit General Settings.

If you specify a locale for which there is no language pack, "Translations
not available" appears next to the locale name. This means that formatting
and sort order are appropriate for the locale, but the Enforce Server
administration console screens and online Help are not translated.

Note: Administrators can only make one additional locale available for users that
is not based on a previously installed Symantec Data Loss Prevention language
pack.

See “About support for character sets, languages, and locales” on page 75.
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Managing Enforce Server
services and settings

This chapter includes the following topics:

= About Symantec Data Loss Prevention services

= About starting and stopping services on Windows

= Starting and stopping services on Linux

About Symantec Data Loss Prevention services

The Symantec Data Loss Prevention services may need to be stopped and started
periodically. This section provides a brief description of each service and how to
start and stop the services on supported platforms.

The Symantec Data Loss Prevention services for the Enforce Server are described

in the following table:

Table 4-1 Symantec Data Loss Prevention services

Service Name

Description

Vontu Manager

Provides the centralized reporting and management services
for Symantec Data Loss Prevention.

Vontu Monitor Controller

Controls the detection servers (monitors).

Vontu Notifier

Provides the database notifications.

Vontu Incident Persister

Writes the incidents to the database.

Vontu Update

Installs the Symantec Data Loss Prevention system updates.
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See “About starting and stopping services on Windows” on page 88.

About starting and stopping services on Windows

The procedures for starting and stopping services vary according to installation
configurations and between Enforce and detection servers.

See “Starting an Enforce Server on Windows” on page 88.

See “Stopping an Enforce Server on Windows” on page 89.

See “Starting a Detection Server on Windows” on page 89.

See “Stopping a Detection Server on Windows” on page 89.

See “Starting services on single-tier Windows installations” on page 90.

See “Stopping services on single-tier Windows installations” on page 90.

Starting an Enforce Server on Windows

Use the following procedure to start the Symantec Data Loss Prevention services
on a Windows Enforce Server.

To start the Symantec Data Loss Prevention services on a Windows Enforce Server

1

On the computer that hosts the Enforce Server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

Start the Symantec Data Loss Prevention services in the following order:
= Vontu Notifier

= Vontu Manager

= Vontu Incident Persister

= Vontu Monitor Controller (if applicable)

= Vontu Update (if necessary)

Note: Start the Vontu Notifier service first before starting other services.

See “Stopping an Enforce Server on Windows” on page 89.
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Stopping an Enforce Server on Windows

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Windows Enforce Server.

To stop the Symantec Data Loss Prevention Services on a Windows Enforce Server

1 On the computer that hosts the Enforce Server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

2 From the Services menu, stop all running Symantec Data Loss Prevention
services in the following order:

Vontu Monitor Controller (if applicable)
Vontu Incident Persister

Vontu Manager

Vontu Notifier

Vontu Update (if necessary)

See “Starting an Enforce Server on Windows” on page 88.

Starting a Detection Server on Windows

To start the Symantec Data Loss Prevention services on a Windows detection server

1 On the computer that hosts the detection server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

2 Start the Symantec Data Loss Prevention services, which might include the
following services:

Vontu Monitor

Vontu Update

See “Stopping a Detection Server on Windows” on page 89.

Stopping a Detection Server on Windows

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Windows detection server.
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To stop the Symantec Data Loss Prevention Services on a Windows detection server

1 On the computer that hosts the detection server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

2 From the Services menu, stop all running Symantec Data Loss Prevention
services, which might include the following services:

= Vontu Update

= Vontu Monitor

See “Starting a Detection Server on Windows” on page 89.

Starting services on single-tier Windows installations

Use the following procedure to start the Symantec Data Loss Prevention services
on a single-tier installation on Windows.

To start the Symantec Data Loss Prevention services on a single-tier Windows
installation

1 On the computer that hosts the Symantec Data Loss Prevention server
applications, navigate to Start > All Programs > Administrative Tools >
Services to open the Windows Services menu.

2 Start the Symantec Data Loss Prevention in the following order:
= Vontu Notifier
= Vontu Manager
= Vontu Incident Persister
= Vontu Monitor Controller (if applicable)
= Vontu Monitor

= Vontu Update (if necessary)

Note: Start the Vontu Notifier service before starting other services.

See “Stopping services on single-tier Windows installations” on page 90.

Stopping services on single-tier Windows installations

Use the following procedure to stop the Symantec Data Loss Prevention services
on a single-tier installation on Windows.



Managing Enforce Server services and settings | 91
Starting and stopping services on Linux

To stop the Symantec Data Loss Prevention services on a single-tier Windows
installation

1 On the computer that hosts the Symantec Data Loss Prevention server
applications, navigate to Start > All Programs > Administrative Tools >
Services to open the Windows Services menu.

2 From the Services menu, stop all running Symantec Data Loss Prevention
services in the following order:

= Vontu Monitor

= Vontu Monitor Controller (if applicable)
= Vontu Incident Persister

= Vontu Manager

= Vontu Notifier

= Vontu Update (if necessary)

See “Starting services on single-tier Windows installations” on page 90.

Starting and stopping services on Linux

The procedures for starting and stopping services vary according to installation
configurations and between Enforce and detection servers.

= See “Starting an Enforce Server on Linux” on page 91.

= See “Stopping an Enforce Server on Linux” on page 92.

= See “Starting a detection server on Linux” on page 92.

= See “Stopping a detection server on Linux” on page 93.

= See “Starting services on single-tier Linux installations” on page 93.

= See “Stopping services on single-tier Linux installations” on page 94.

Starting an Enforce Server on Linux

Use the following procedure to start the Symantec Data Loss Prevention services
on a Linux Enforce Server.

To start the Symantec Data Loss Prevention services on a Linux Enforce Server
1 On the computer that hosts the Enforce Server, log on as root.

2 Change directory to /opt/SymantecDLP/Protect/bin.
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3 Before starting other Symantec Data Loss Prevention services, to start the
Vontu Notifier service, enter:

./VontuNotifier.sh start

4  To start the remaining Symantec Data Loss Prevention services, enter:

./VontuManager.sh start
./VontuIncidentPersister.sh start
./VontuUpdate.sh start

./VontuMonitorController.sh start

See “Stopping an Enforce Server on Linux” on page 92.

Stopping an Enforce Server on Linux

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Linux Enforce Server.

To stop the Symantec Data Loss Prevention services on a Linux Enforce Server
1 On the computer that hosts the Enforce Server, log on as root.
2 Change directory to /opt/SymantecDLP/Protect/bin.

3 To stop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontulIncidentPersister.sh stop
./VontuManager.sh stop
./VontuMonitorController.sh stop

./VontuNotifier.sh stop

See “Starting an Enforce Server on Linux” on page 91.

Starting a detection server on Linux

Use the following procedure to start the Symantec Data Loss Prevention services
on a Linux detection server.



Managing Enforce Server services and settings | 93
Starting and stopping services on Linux

To start the Symantec Data Loss Prevention services on a Linux detection server
1 On the computer that hosts the detection server, log on as root.
2 Change directory to /opt/SymantecDLP/Protect/bin.

3 To start the Symantec Data Loss Prevention services, enter:

./VontuMonitor.sh start
./VontuUpdate.sh start

See “Stopping a detection server on Linux” on page 93.

Stopping a detection server on Linux

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Linux detection server.

To stop the Symantec Data Loss Prevention services on a Linux detection server
1 On the computer that hosts the detection server, log on as root.
2 Change directory to /opt/SymantecDLP/Protect/bin.

3 To stop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontuMonitor.sh stop

See “Starting a detection server on Linux” on page 92.

Starting services on single-tier Linux installations

Use the following procedure to start the Symantec Data Loss Prevention services
on a single-tier installation on Linux.

To start the Symantec Data Loss Prevention services on a single-tier Linux
installation

1 On the computer that hosts the Symantec Data Loss Prevention server
applications, log on as root.

2 Change directory to /opt/SymantecDLP/Protect/bin.
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3 Before starting other Symantec Data Loss Prevention services, to start the
Vontu Notifier service, enter:

./VontuNotifier.sh start

4  To start the remaining Symantec Data Loss Prevention services, enter:

./VontuManager.sh start
./VontuMonitor.sh start
./VontuIncidentPersister.sh start
./VontuUpdate.sh start

./VontuMonitorController.sh start

See “Stopping services on single-tier Linux installations” on page 94.

Stopping services on single-tier Linux installations

Use the following procedure to stop the Symantec Data Loss Prevention services
on a single-tier installation on Linux.

To stop the Symantec Data Loss Prevention services on a single-tier Linux
installation

1 On the computer that hosts the Symantec Data Loss Prevention servers, log
on as root.

Change directory to /opt/SymantecDLP/Protect/bin.

3 To stop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontuIncidentPersister.sh stop
./VontuManager.sh stop
./VontuMonitor.sh stop
./VontuMonitorController.sh stop

./VontuNotifier.sh stop

See “Starting services on single-tier Linux installations” on page 93.



Managing roles and users

This chapter includes the following topics:

= About role-based access control

= About authenticating users

= About configuring roles and users

= About recommended roles for your organization
= Roles included with solution packs

= Configuring roles

= Configuring user accounts

= Configuring password enforcement settings

= Resetting the Administrator password

= Manage and add roles

= Manage and add users

= Integrating Active Directory for user authentication

= About configuring certificate authentication

About role-based access control

Symantec Data Loss Prevention provides role-based access control to govern how
users access product features and functionality. For example, a role might let users
view reports, but prevent users from creating policies or deleting incidents. Or, a
role might let users author policy response rules but not detection rules.
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Roles determine what a user can see and do in the Enforce Server administration
console. For example, the Report role is a specific role that is included in most
Symantec Data Loss Prevention solution packs. Users in the Report role can view
incidents and create policies, and configure Discover targets (if you are running a
Discover Server). However, users in the Report role cannot create Exact Data or
Document Profiles. Also, users in the Report role cannot perform system
administration tasks. When a user logs on to the system in the Report role, the
Manage > Data Profiles and the System > Login Management modules in the
Enforce Server administration console are not visible to this user.

You can assign a user to more than one role. Membership in multiple roles allows
a user to perform different kinds of work in the system. For example, you grant the
information security manager user (InfoSec Manager) membership in two roles:
ISR (information security first responder) and ISM (information security manager).
The InfoSec Manager can log on to the system as either a first responder (ISR) or
a manager (ISM), depending on the task(s) to perform. The InfoSec Manager only
sees the Enforce Server components appropriate for those tasks.

You can also combine roles and policy groups to limit the policies and detection
servers that a user can configure. For example, you associate a role with the
European Office policy group. This role grants access to the policies that are
designed only for the European office.

See “Policy deployment” on page 326.

Users who are assigned to multiple roles must specify the desired role at log on.
Consider an example where you assign the user named "User01" to two roles,
"Report" and "System Admin." If "User01" wanted to log on to the system to
administer the system, the user would log on with the following syntax: Login:
System Admin\User01l

See “Logging on and off the Enforce Server administration console” on page 68.

The Administrator user (created during installation) has access to every part of the
system and therefore is not a member of any access-control role.

See “About the administrator account” on page 69.

About authenticating users

Symantec Data Loss Prevention provides the following options for authenticating
users to the Enforce Server administration console:



Table 5-1
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Enforce Server authentication mechanisms

Authentication
mechanism

Sign-on mechanism

Description

Password
authentication

Forms-based sign-on

With password authentication, the Enforce Server administration console
authenticates each user by determining if the supplied user name and
password combination matches an active user account in the Enforce
Server configuration. An active user account is authenticated if it has
been assigned a valid role.

When using this authentication mechanism, users enter their credentials
into the Enforce Server administration console's logon page and submit
them over an HTTPS connection to the Tomcat container that hosts
the administration console.

With password authentication, you must configure the user name and
password of each user account directly in the Enforce Server
administration console. You must also ensure that each user account
has at least one assigned role.

See “Manage and add users” on page 116.

Active Directory
authentication

Forms-based sign-on

With Microsoft Active Directory authentication, the Enforce Server
administration console first evaluates a supplied user name to determine
if the name exists in a configured Active Directory server. If the user
name exists in Active Directory, the supplied password for the user is
evaluated against the Active Directory password. Any password
configured in the Enforce Server configuration is ignored.

With Active Directory authentication, you must configure a user account
for each Active Directory user in the Enforce Server administration
console. You do not have to enter a password for an Active Directory
user account. You can switch to Active Directory authentication after
you have already created user accounts in the system. However, only
those existing user names that match Active Directory user names
remain valid after the switch.

Note: The Administrator user can log in to the Enforce Server
administration console using the Enforce Server system account
password that you created during installation.

See “Verifying the Active Directory connection” on page 120.
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Table 5-1 Enforce Server authentication mechanisms (continued)
Authentication |Sign-on mechanism | Description
mechanism
Certificate Single sign-on from Certificate authentication enables a user to automatically log on to the
authentication Public Key Infrastructure | Enforce Server administration console using an X.509 client certificate

(PKI)

that is generated by your public key infrastructure (PKI). To use
certificate-based single sign-on, you must first enable certificate
authentication in the Enforce Server.

See “Configuring certificate authentication for the Enforce Server
administration console” on page 124.

The client certificate must be delivered to the Enforce Server when a
client's browser performs the SSL handshake with the Enforce Server
administration console. For example, you might use a smart card reader
and middleware with your browser to automatically present a certificate
to the Enforce Server. Or, you might obtain an X.509 certificate from a
certificate authority and upload the certificate to a browser that is
configured to send the certificate to the Enforce Server.

When a user accesses the Enforce Server administration console, the
PKI automatically delivers the user's certificate to the Tomcat container
that hosts the administration console. The Tomcat container validates
the client certificate using the certificate authorities that you have
configured in the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust
store” on page 126.

The Enforce Server administration console uses the validated certificate
to determine whether the certificate has been revoked.

See “About certificate revocation checks” on page 130.

If the certificate is valid and has not been revoked, then the Enforce
Server uses the common name (CN) in the certificate to determine if
that CN is mapped to an active user account with a role in the Enforce
Server configuration. For each user that will access the Enforce Server
administration console using certificate-based single sign-on, you must
create a user account in the Enforce Server that defines the
corresponding user's CN value. You must also assign one or more valid
roles to the user account.

See “Manage and add users” on page 116.

When you install the Enforce Server, the installer prompts you to select the

authentication mechanism to use. Password authentication is the default mechanism
used with Symantec Data Loss Prevention, and you can use password authentication
even if you also use certificate authentication. If you use certificate authentication,
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you can optionally disable password authentication to rely on your PKI for all access
to the Enforce Server administration console.

If you upgrade from an earlier version of Symantec Data Loss Prevention, you can
enable certificate authentication using manual procedures.

About configuring roles and users

When you install the Enforce Server, you create a default Administrator user that
has access to all roles. If you import a solution pack to the Enforce Server, the
solution pack includes several roles and users to get you started.

See “About the administrator account” on page 69.

You may want to add roles and users to the Enforce Server. When adding roles
and users, consider the following guidelines:

» Understand the roles necessary for your business users and for the information
security requirements and procedures of your organization.
See “About recommended roles for your organization” on page 99.

= Review the roles that created when you installed a solution pack. You can likely
use several of them (or modified versions of them) for users in your organization.
See “Roles included with solution packs” on page 101.

= If necessary, modify the solution-pack roles and create any required new roles.
See “Configuring roles” on page 102.

» Create users and assign each of them to one or more roles.
See “Configuring user accounts” on page 110.

= Manage roles and users and remove those not being used.
See “Manage and add roles” on page 115.
See “Manage and add users” on page 116.

About recommended roles for your organization

To determine the most useful roles for your organization, review your business
processes and security requirements.

Most businesses and organizations find the following roles fundamental when they
implement the Symantec Data Loss Prevention system:

= System Administrator
This role provides access to the System module and associated menu options
in the Enforce Server administration console. Users in this role can monitor and
manage the Enforce Server and detection servers(s). Users in this role can also
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deploy detection servers and run Discover scans. However, users in this role
cannot view detailed incident information or author policies. All solution packs
create a "Sys Admin" role that has system administrator privileges.

= User Administrator
This role grants users the right to manage users and roles. Typically this role
grants no other access or privileges. Because of the potential for misuse, it is
recommended that no more than two people in the organization be assigned
this role (primary and backup).

= Policy Admininistrator
This role grants users the right to manage policies and response rules. Typically
this role grants no other access or privileges. Because of the potential for misuse,
itis recommended that no more than two people in the organization be assigned
this role (primary and backup).

= Policy Author
This role provides access to the Policies module and associated menu options
in the Enforce Server administration console. This role is suited for information
security managers who track incidents and respond to risk trends. An information
security manager can author new policies or modifying existing policies to prevent
data loss. All solution packs create an "InfoSec Manager" (ISM) role that has
policy authoring privileges.

= Incident Responder
This role provides access to the Incidents module and associated menu options
in the Enforce Server administration console. Users in this role can track and
remediate incidents. Businesses often have at least two incident responder roles
that provide two levels of privileges for viewing and responding to incidents.
A first-level responder may view generic incident information, but cannot access
incident details (such as sender or recipient identity). In addition, a first-level
responder may also perform some incident remediation, such as escalating an
incident or informing the violator of corporate security policies. A second-level
responder might be escalation responder who has the ability to view incident
details and edit custom attributes. A third-level responder might be an
investigation responder who can create response rules, author policies, and
create policy groups.
All solution packs create an "InfoSec Responder” (ISR) role. This role serves
as a first-level responder. You can use the ISM (InfoSec Manager) role to provide
second-level responder access.

Your business probably requires variations on these roles, as well as other roles.
For more ideas about these and other possible roles, see the descriptions of the
roles that are imported with solution packs.

See “Roles included with solution packs” on page 101.
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Roles included with solution packs

The various solution packs offered with Symantec Data Loss Prevention create
roles and users when installed. For all solution packs there is a standard set of

roles and users. You may see some variation in those roles and users, depending

on the solution pack you import.

The following table summarizes the Financial Services Solution Pack roles. These
roles are largely the same as the roles that are found in other Symantec Data Loss

Prevention solution packs.

See Table 5-2 on page 101.

Table 5-2

Financial Services Solution Pack roles

Role Name

Description

Compliance

Compliance Officer:

Users in this role can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

This comprehensive role provides users with privileges to ensure
that compliance regulations are met. It also allows users to
develop strategies for risk reduction at a business unit (BU) level,
and view incident trends and risk scorecards.

Exec

Executive:

Users in this role can view, remediate, and delete incidents; look
up attributes; and view all custom attributes.

This role provides users with access privileges to prevent data
loss risk at the macro level. Users in this role can review the risk
trends and performance metrics, as well as incident dashboards.

HRM

HR Manager:

Users in this role can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

This role provides users with access privileges to respond to the
security incidents that are related to employee breaches.

Investigator

Incident Investigator:

Users in this role can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

This role provides users with access privileges to research details
of incidents, including forwarding incidents to forensics. Users in
this role may also investigate specific employees.
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Financial Services Solution Pack roles (continued)

Role Name

Description

ISM

InfoSec Manager:

Users in this role can view, remediate, and delete incidents. They
can look up attributes, edit all custom attributes, author policies
and response rules.

This role provides users with second-level incident response
privileges. Users can manage escalated incidents within
information security team.

ISR

InfoSec Responder:

Users in this role can view, remediate, and delete incidents; look
up attributes; and view or edit some custom attributes. They have
no access to sender or recipient identity details.

This role provides users with first-level incident response
privileges. Users can view policy incidents, find broken business
processes, and enlist the support of the extended remediation
team to remediate incidents.

Report

Reporting and Policy Authoring:

Users in this role can view and remediate incidents, and author
policies. They have no access to incident details.

This role provides a single role for policy authoring and data loss
risk management.

Sys Admin

System administrator:

Users in this role can administer the system and the system users,
and can view incidents. They have no access to incident details.

Configuring roles

Each Symantec Data Loss Prevention user is assigned to one or more roles that
define the privileges and rights that user has within the system. A user’s role

determines system administration privileges, policy authoring rights, incident access,

and more. If a user is a member of multiple roles, the user must specify the role
when logging on, for example: Login: Sys Admin/sysadmin01.

See “About role-based access control” on page 95.

See “About configuring roles and users” on page 99.
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To configure a role

1
2

Navigate to the System > Login Management > Roles screen.
Click Add Role.

The Configure Role screen appears, displaying the following tabs: General,
Incident Access, Policy Management, and Users.

In the General tab:

= Enter a unique Name for the role. The name field is case-sensitive and is
limited to 30 characters. The name you enter should be short and
self-describing. Use the Description field to annotate the role name and
explain its purpose in more details. The role name and description appear
in the Role List screen.

= In the User Privileges section, you grant user privileges for the role.
System privileges(s):

User Select the User Administration option to enable users to create
Administration  additional roles and users in the Enforce Server.
(Superuser)

Server Select the Server Administration option to enable users to
Administration perform the following functions:
s Configure detection servers.

s Create and manage Data Profiles for Exact Data Matching
(EDM), Form Recognition, Indexed Document Matching
(IDM), and Vector Machine Learning (VML).

= Configure and assign incident attributes.
s Configure system settings.

= Configure response rules.

s Create policy groups.

= Configure recognition protocols.

= View system event and traffic reports.

= Import policies.

People privilege:

User Select the User Reporting option to enable users to view the user
Reporting risk summary.
(Risk

Note: The Incident > View privilege is automatically enabled for all

Summary, incident types for users with the User Reporting privilege.

User
Snapshot) See “About user risk” on page 1376.
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In the Incidents section, you grant users in this role the following incident
privilege(s). These settings apply to all incident reports in the system,
including the Executive Summary, Incident Summary, Incident List, and
Incident Snapshots.

View Select the View option to enable users in this role to view policy
violation incidents.

You can customize incident viewing access by selecting various

Actions and Display Attribute options as follows:

= By default the View option is enabled (selected) for all types
of incidents: Network Incidents, Discover Incidents,
Endpoint Incidents, Mobile Incidents, and Classification
Events.

» To restrict viewing access to only certain incident types,
select (highlight) the type of incident you want to authorize
this role to view. (Hold down the Ctrl key to make multiple
selections.) If a role does not allow a user to view part of an
incident report, the option is replaced with "Not Authorized"
or is blank.

Note: If you revoke an incident-viewing privilege for a role, the
system deletes any saved reports for that role that rely on the
revoked privilege. For example, if you revoke (deselect) the
privilege to view network incidents, the system deletes any
saved network incident reports associated with the role.
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Select among the following Actions to customize the actions
a user can perform when an incident occurs:

Remediate Incidents

This privilege lets users change the status or severity of an
incident, set a data owner, add a comment to the incident
history, set the Do Not Hide and Allow Hiding options, and
execute response rule actions. In addition, if you are using
the Incident Reporting and Update API, select this privilege
to remediate the location and status attributes.

Smart Response Rules to execute

You specify which Smart Response Rules that can be
executed on a per role basis. Configured Smart Response
Rules are listed in the "Available" column on the left. To
expose a Smart Response Rule for execution by a user of
this role, select it and click the arrow to add it to the
right-side column. Use the CTRL key to select multiple rules.
Perform attribute lookup

Lets users look up incident attributes from external sources
and populate their values for incident remediation.

Delete incidents

Lets users delete an incident.

Hide incidents

Lets users hide an incident.

Unhide incidents

Lets users restore previously hidden incidents.

Export Web archive

Lets users export a report that the system compiles from a
Web archive of incidents.

Export XML

Lets users export a report of incidents in XML format.
Email incident report as CSV attachment

Lets users email as an attachment a report containing a
comma-separated listing of incident details.
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Incident Select among the following user privileges to enable access
Reporting and  for Web Services clients that use the Incident Reporting and
Update API Update API or the deprecated Reporting API:

= Incident Reporting
Enables Web Services clients to retrieve incident details.
= Incident Update
Enables Web Services clients to update incident details.
(Does not apply to clients that use the deprecated Reporting
API.)

See the Symantec Data Loss Prevention Incident Reporting
and Update API Developers Guide for more information.
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Select among the following Display Attributes to customize
what attributes appear in the Incidents view for the policy
violations that users of the role can view.

Shared attributes are common to all types of incidents:

Matches

The highlighted text of the message that violated the policy
appears on the Matches tab of the Incident Snapshot
screen.

History

The incident history.

Body

The body of the message.

Attachments

The names of any attachments or files.

Sender

The message sender.

Recipients

The message recipients.

Subject

The subject of the message.

Original Message

Controls whether or not the original message that caused
the policy violation incident can be viewed.

Note: To view an attachment properly, both the "Attachment"
and the "Original Message" options must be checked.

Endpoint attributes are specific to Endpoint incidents:

Username
The name of the Endpoint user.
Machine name

The name of the computer where the Endpoint Agent is
installed.

Discover attributes are specific to Discover incidents:

File Owner

The name of the owner of the file being scanned.
Location

The location of the file being scanned.
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The Custom Attributes list includes all of the custom attributes

configured by your system administrator, if any.

= Select View All if you want users to be able to view all
custom attribute values.

= Select Edit All if you want users to edit all custom attribute
values.

= To restrict the users to certain custom attributes, clear the
View All and Edit All check boxes and individually select
the View and/or Edit check box for each custom attribute
you want viewable or editable.

Note: If you select Edit for any custom attribute, the View check
box is automatically selected (indicated by being grayed out).

If you want the users in this role to be able to view all custom

attribute values, select View All.

= Inthe Discover section, you grant users in this role the following privileges:

Folder Risk
Reporting

Content Root
Enumeration

This privilege lets users view Folder Risk Reports. Refer to the
Symantec Data Loss Prevention Data Insight Implementation
Guide.

Note: This privilege is only available for Symantec Data Loss
Prevention Data Insight licenses.

This privilege lets users configure and run Content Root
Enumeration scans. For more information about Content Root
Enumeration scans, See “Working with Content Root Enumeration
scans” on page 1575.

In the Incident Access tab, configure any conditions (filters) on the types of
incidents that users in this role can view.

Note: You must select the View option on the General tab for settings on the
Incident Access tab to have any effect.

To add an Incident Access condition:
s Click Add Condition.

= Select the type of condition and its parameters from left to right, as if writing
a sentence. (Note that the first drop-down list in a condition contains the
alphabetized system-provided conditions that are associated with any
custom attributes.)
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For example, select Policy Group from the first drop-down list, select Is
Any Of from the second list, and then select Default Policy Group from
the final listbox. These settings would limit users to viewing only those
incidents that the default policy group detected.

In the Policy Management tab, select one of the following policy privileges
for the role:

Import Policies

This privilege lets users import policy files that have been exported from
an Enforce Server.

To enable this privilege, the role must also have the Server Administration,
Author Policies, Author Response Rules, and All Policy Groups
privileges.

Author Policies

This privilege lets users add, edit, and delete policies within the policy
groups that are selected.

It also lets users modify system data identifiers, and create custom data
identifiers.

It also lets users create and modify User Groups.

This privilege does not let users create or manage Data Profiles. This activity
requires Enforce Server administrator privileges.

Discover Scan Control
Lets the users in this role create Discover targets, run scans, and view
Discover Servers.

Credential Management
Lets users create and modify the credentials that the system requires to
access target systems and perform Discover scans.

Policy Groups

Select All Policy Groups only if users in this role need access to all existing
policy groups and any that will be created in the future.

Otherwise you can select individual policy groups or the Default Policy
Group.

Note: These options do not grant the right to create, modify, or delete policy
groups. Only the users whose role includes the Server Administration
privilege can work with policy groups.

Author Response Rules
Enables users in this role to create, edit, and delete response rules.
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Note: Users cannot edit or author response rules for policy remediation
unless you select the Author Response Rules option.

Note: Preventing users from authoring response rules does not prevent them
from executing response rules. For example, a user with no response-rule
authoring privileges can still execute smart response rules from an incident list
or incident snapshot.

In the Users tab, select any users to which to assign this role. If you have not
yet configured any users, you can assign users to roles after you create the
users.

Click Save to save your newly created role to the Enforce Server database.

Configuring user accounts

User accounts are the means by which users log onto the system and perform
tasks. The role that the user account belongs to limits what the user can do in the
system.

To configure a user account:

1

In the Enforce Server Administration Console, select System > Login
Management > DLP Users to create a new user account or to reconfigure an
existing user account. Or, click Profile to reconfigure the user account to which
you are currently logged on.

Click Add User to add a new user, or click the name of an existing user to
modify that user's configuration.

Enter a name for a new user account in the Name field.

= The user account name must be between 8 and 30 characters long, is
case-sensitive , and cannot contain backslashes (\).

= If you use certificate authentication, the Name field value does not have to
match the user's Common Name (CN). However, you may choose to use
the same value for both the Name and Common Name (CN) so that you
can easily locate the configuration for a specific CN. The Enforce Server
administration console shows only the Name field value in the list of
configured users.

= If you are using Active Directory authentication, the user account name
must match the name of the Active Directory user account. Note that all
Symantec Data Loss Prevention user names are case-sensitive, even
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though Active Directory user names are not. Active Directory users will

need to enter the case-sensitive account name when logging onto the
Enforce Server administration console.

See “Integrating Active Directory for user authentication” on page 117.
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Use Password
authentication
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authentication
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4  Configure the Authentication section of the Configure User page as follows:

Instructions

Select this option to use password authentication and allow the user to sign on using the Enforce
Server administration console log on page. This option is required if the user account will be used
for a Reporting APl Web Service client.

If you select this option, also enter the user password in the Password and the Re-enter
Password fields. The password must be at least eight characters long and is case-sensitive. For
security purposes, the password is obfuscated and each character appears as an asterisk.

If you configure advanced password settings, the user must specify a strong password. In addition,
the password may expire at a certain date and the user has to define a new one periodically.

See “Configuring password enforcement settings” on page 114.

You can choose password authentication even if you also use certificate authentication. If you
use certificate authentication, you can optionally disable sign on from the Enforce Server
administration console log on page.

See “Disabling password authentication and forms-based log on” on page 137.

Symantec Data Loss Prevention authenticates all Reporting API clients using password
authentication. If you configure Symantec Data Loss Prevention to use certificate authentication,
any user account that is used to access the Reporting APl Web Service must have a valid
password. See the Symantec Data Loss Prevention Reporting APl Developers Guide.

Note: If you configure Active Directory integration with the Enforce Server, users authenticate
using their Active Directory passwords. In this case the password field does not appear on the
Users screen.

See “Integrating Active Directory for user authentication” on page 117.

Select this option to use certificate authentication and allow the user to automatically single
sign-on with a certificate that is generated by a separate Private Key Infrastructure (PKI). This
option is available only if you have configured certificate authentication during the Symantec Data
Loss Prevention installation, or you have manually configured support for certificate authentication.

See “About authenticating users” on page 96.
See “About configuring certificate authentication” on page 122.

If you select this option, you must specify the common name (CN) value for the user in the
Common Name (CN) field. The CN value appears in the Subject field of the user's certificate,
which is generated by the PKI. Common names generally use the format, first name

last name identification number.

The Enforce Server uses the CN value to map the certificate to this user account. If an
authenticated certificate contains the specified CN value, all other attributes of this user account,
such as the default role and reporting preferences, are applied when the user logs on.

Note: You cannot specify the same Common Name (CN) value in multiple Enforce Server user
accounts.
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Instructions

Select this option to lock the user out of the Enforce Server administration console. This option
disables access for the user account regardless of which authentication mechanism you use.

For security, after a certain number of consecutive failed logon attempts, the system automatically
disables the account and locks out the user. In this case the Account Disabled option is checked.
To reinstate the user account and allow the user to log on to the system, clear this option by
unchecking it.

5 Optionally enter an Email Address and select a Language for the user in the
General section of the page. The Language selection depends on the language
pack(s) you have installed.

6 In the Report Preferences section of the Users screen you specify the
preferences for how this user is to receive incident reports, including Text File
Encoding and CSV Delimiter.

If the role grants the privilege for XML Export, you can select to include incident
violations and incident history in the XML export.

7 Inthe Roles section, select the roles that are available to this user to assign
data and incident access privileges.

You must assign the user at least one role to access the Enforce Server
administration console.

See “Configuring roles” on page 102.
8 Select the Default Role to assign to this user at log on.

The default role is applied if no specific role is requested when the user logs
on.

For example, the Enforce Server administration console uses the default role
if the user uses single sign-on with certificate authentication or uses the logon

page.

Note: Individual users can change their default role by clicking Profile and
selecting a different option from the Default Role menu. The new default role
is applied at the next logon.

See “About authenticating users” on page 96.
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9 Click Save to save the user configuration.

Note: Once you have saved a new user, you cannot edit the user name.

10 Manage users and roles as necessary.
See “Manage and add roles” on page 115.

See “Manage and add users” on page 116.

Configuring password enforcement settings

At the Systems > Settings > General screen you can require users to use strong
passwords. Strong passwords must contain at least eight characters, at least one
number, and at least one uppercase letter. Strong passwords cannot have more
than two repeated characters in a row. If you enable strong passwords, the effect
is system-wide. Existing users without a strong password must update their profiles
at next logon.

You can also require users to change their passwords at regular intervals. In this
case at the end of the interval you specify, the system forces users to create a new
password.

If you use Active Directory authentication, these password settings only apply to
the Administrator password. All other user account passwords are derived from
Active Directory.

See “Integrating Active Directory for user authentication” on page 117.
To configure advanced authentication settings
1 Go to System > Settings > General and click Configure.

2 Torequire strong passwords, locate the Password Enforcement section and
select Require Strong Passwords.

Symantec Data Loss Prevention prompts existing users who do not have strong
passwords to create one at next logon.

3 Tosetthe period for which passwords remain valid, type a number (representing
the number of days) in the Password Rotation Period field.

To let passwords remain valid forever, type o (the character for zero).
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Resetting the Administrator password

Symantec Data Loss Prevention provides the adminPasswordReset utility to reset
the Administrator's password. There is no method to recover a lost password, but
you can use this utility to assign a new password. You can also use this utility if
certificate authentication mechanisms are disabled and you have not yet defined
a password for the Administrator account.

To use the adminPasswordreset utility, you must specify the password to the
Enforce Server database. Use the following procedure to reset the password.

To reset the Administrator password for forms-based log on

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

2 Change directory to the /opt/SymantecDLP/Protect/bin (Linux) or
c:\SymantecDLP\Protect\bin (Windows) directory. If you installed Symantec
Data Loss Prevention into a different directory, substitute the correct path.

3 Execute the AdminpPasswordreset utility using the following syntax:
AdminPasswordReset -dbpass oracle password -newpass new administrator password

Replace oracle_password with the password to the Enforce Server database,
and replace new_administrator_password with the password you want to set.

Manage and add roles

The System > Login Management > Roles screen displays an alphabetical list
of the roles that are defined for your organization.

Roles listed on this screen display the following information:
= Name — The name of the role
= Description — A brief description of the role

Assuming that you have the appropriate privileges, you can view, add, modify, or
delete roles as follows:

= Add a new role, or modify an existing one.
Click Add Role to begin adding a new role to the system.
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Click anywhere in a row or the pencil icon (far right) to modify that role
See “Configuring roles” on page 102.

= Click the red X icon (far right) to delete the role; a dialog box confirms the
deletion.

Before editing or deleting roles, note the following guidelines:

= If you change the privileges for a role, users in that role who are currently logged
on to the system are not affected. For example, if you remove the Edit privilege
for a role, users currently logged on retain permission to edit custom attributes
for that session. However, the next time users log on, the changes to that role
take effect, and those users can no longer edit custom attributes.

= If you revoke an incident-viewing privilege for a role, the Enforce Server
automatically deletes any saved reports that rely on the revoked privilege. For
example, if you revoke the privilege to view network incidents, the system deletes
any saved network incident reports associated with the newly restricted role.

= Before you can delete a role, you must make sure there are no users associated
with the role.

= When you delete a role, you delete all shared saved reports that a user in that
role saved.

See “Manage and add users” on page 116.

Manage and add users

The System > Login Management > DLP Users screen lists all the active user
accounts in the system.

For each user account listed, the following information is listed:

= User Name — The name the user enters to log on to the Enforce Server
= Email — The email address of the user

= Access — The role(s) in which the user is a member

Assuming that you have the appropriate privileges, you can add, edit, or delete
user accounts as follows:

= Add a new user account, or modify an existing one.
Click Add to begin adding a new user to the system.
Click anywhere in a row or the pencil icon (far right) to view and edit that user
account.
See “Configuring user accounts” on page 110.
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= Click the red X icon (far right) to delete the user account; a dialog box confirms
the deletion.

Note: The Administrator account is created on install and cannot be removed
from the system.

Note: When you delete a user account, you also delete all private saved reports
that are associated with that user.

See “Manage and add roles” on page 115.

Integrating Active Directory for user authentication

You can configure the Enforce Server to use Microsoft Active Directory for user
authentication.

After you switch to Active Directory authentication, you must still define users in
the Enforce Server administration console. If the user names you enter in the
Administration Console match Active Directory users, the system associates any
new user accounts with Active Directory passwords. You can switch to Active
Directory authentication after you have already created user accounts in the system.
Only those existing user names that match Active Directory user names remain
valid after the switch.

Users must use their Active Directory passwords when they log on. Note that all
Symantec Data Loss Prevention user names remain case sensitive, even though
Active Directory user names are not. You can switch to Active Directory
authentication after already having created user names in Symantec Data Loss
Prevention. However, users still have to use the case-sensitive Symantec Data
Loss Prevention user name when they log on.

To use Active Directory authentication

1 Verify that the Enforce Server host is time-synchronized with the Active Directory
server.

Note: Ensure that the clock on the Active Directory host is synched to within
five minutes of the clock on the Enforce Server host.

2 (Linux only) Make sure that the following Red Hat RPMs are installed on the
Enforce Server host:
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m krbS-workstation
m krb5-libs
m  pam krbb5

3 Create the krb5.ini (Or krb5.conf for Linux) configuration file that gives the
Enforce Server information about your Active Directory domain structure and
Active Directory server addresses.

See “Creating the configuration file for Active Directory integration” on page 118.

4  Confirm that the Enforce Server can communicate with the Active Directory
server.

See “Verifying the Active Directory connection” on page 120.

5 Configure Symantec Data Loss Prevention to use Active Directory
authentication.

See “Configuring the Enforce Server for Active Directory authentication”
on page 121.

Creating the configuration file for Active Directory integration

You must create a krb5. ini configuration file (or krb5.conf on Linux) to give
Symantec Data Loss Prevention information about your Active Directory domain
structure and server locations. This step is required if you have more than one
Active Directory domain. However, even if your Active Directory structure includes
only one domain, it is still recommended to create this file. The kinit utility uses this
file to confirm that Symantec Data Loss Prevention can communicate with the Active
Directory server.

Note: If you are running Symantec Data Loss Prevention on Linux, verify the Active
Directory connection using the kinit utility. You must rename the krb5. ini file as
krb5.conf. The kinit utility requires the file to be named krb5.conf on Linux.
Symantec Data Loss Prevention assumes that you use kinit to verify the Active
Directory connection, and directs you to rename the file as xrb5.conf.

Symantec Data Loss Prevention provides a sample krb5.ini file that you can
modify for use with your own system. The sample file is stored in
SymantecDLP\Protect\config (for example, \SymantecDLP\Protect\config on
Windows or /opt/vVontu/Protect/config on Linux). If you are running Symantec
Data Loss Prevention on Linux, Symantec recommends renaming the file to
krb5.conf. The sample file, which is divided into two sections, looks like this:
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[libdefaults]

default realm = TEST.LAB

[realms]

ENG.COMPANY.COM = {

kdc = engAD.eng.company.com
}
MARK.COMPANY.COM = {

kdc = markAD.eng.company.com
}
QA .COMPANY.COM = {

kdc = gaAD.eng.company.com

}

The [1ibdefaults] section identifies the default domain. (Note that Kerberos
realms correspond to Active Directory domains.) The [realms] section defines an
Active Directory server for each domain. In the previous example, the Active
Directory server for ENG.COMPANY.COM is engaD.eng.company.com.

To create the krb5.ini or krb5.conf file

1

Go to symantecDLP\Protect\config and locate the sample krb5.ini file.
For example, locate the file in \SymantecDLP\Protect\config (on Windows)
Or /opt/Vontu/Protect/config (on Linux).

Copy the sample krb5.ini file to the c:\windows directory (on Windows) or
the /etc directory (on Linux). If you are running Symantec Data Loss Prevention
on Linux, plan to verify the Active Directory connection using the kinit
command-line tool. Rename the file as krb5.conf.

See “Verifying the Active Directory connection” on page 120.
Open the krb5.ini or krb5.conf file in a text editor.

Replace the sample default realm value with the fully qualified name of your
default domain. (The value for default realm must be all capital letters.) For
example, modify the value to look like the following:

default realm = MYDOMAIN.LAB

Replace the other sample domain names with the names of your actual
domains. (Domain names must be all capital letters.) For example, replace
ENG.COMPANY . COM With ADOMAIN.COMPANY . COM.

Replace the sample kdc values with the host names or IP addresses of your
Active Directory servers. (Be sure to follow the specified format, in which
opening brackets are followed immediately by line breaks.) For example, replace
engAD.eng.company.com With ADserver.eng.company.com, and so on.
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7 Remove any unused kdc entries from the configuration file. For example, if
you have only two domains besides the default domain, delete the unused kdc
entry.

8 Save the file.

Verifying the Active Directory connection

kinit is a command-line tool you can use to confirm that the Active Directory server
responds to requests. It also verifies that the Enforce Server has access to the
Active Directory server. For Microsoft Windows installations, the utility is installed
by the Symantec Data Loss Prevention installer in the SymantecDLP\jre\bin
directory. For Linux installations, the utility is part of the Red Hat Enterprise Linux
distribution, and is in the following location: /usr/kerberos/bin/kinit. You can
also download Java SE 6 and locate the kinit toolin \java home\jdkl.6.0\bin.

If you run the Enforce Server on Linux, use the xinit utility to test access from the
Enforce Server to the Active Directory server. Rename the krbs.ini file as
krb5.conf. The kinit utility requires the file to be named krb5.conf on Linux.

See “Configuring the Enforce Server for Active Directory authentication” on page 121.
To test the connection to the Active Directory server

1 On the Enforce Server host, go to the command line and navigate to the
directory where kinit is located.

2 Issue a kinit command using a known user name and password as
parameters. (Note that the password is visible in clear text when you type it on
the command line.) For example, issue the following:

kinit kchatterjee mypwdlO#

The first time you contact Active Directory you may receive an error that it
cannot find the krb5.ini or krb5. conf file in the expected location. On
Windows, the error looks similar to the following:

krb error 0 Could not load configuration file c:\winnt\krb5.ini

(The system cannot find the file specified) No error.
In this case, copy the krb5.1ini or krb5. conf file to the expected location and
then rerun the xinit command that is previously shown.

3 Depending on how the Active Directory server responds to the command, take
one of the following actions:

= [fthe Active Directory server indicates it has successfully created a Kerberos
ticket, continue configuring Symantec Data Loss Prevention.
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= If you receive an error message, consult with your Active Directory
administrator.

Configuring the Enforce Server for Active Directory authentication

Perform the procedure in this section when you first set up Active Directory
authentication, and any time you want to modify existing Active Directory settings.
Make sure that you have completed the prerequisite steps before you enable Active
Directory authentication.

See “Integrating Active Directory for user authentication” on page 117.

To configure the Enforce Server to user Active Directory for authentication:

1
2

Make sure all users other than the Administrator are logged out of the system.

In the Enforce Server administration console, go to System > Settings >
General and click Configure (at top left).

At the Edit General Settings screen that appears, locate the Active Directory
Authentication section near the bottom and select (check) Perform Active
Directory Authentication.

The system then displays several fields to fill out.

In the Default Active Directory Domain field, enter the name of the default
domain on your Active Directory system. This field is required. All Windows
domain names must be uppercase (for example, TEST.LAB). If your setup
includes a krb5.ini Or krb5.conf file, the default Active Directory domain is
the same as the value for default realminthe krb5.ini Or krb5.conf file.

In the Default Active Directory KDC field, type the IP address (or the
hostname) of the Active Directory server. The KDC (Key Distribution Center)
is an Active Directory service that runs on port 88 by default. If the KDC is
running on a different port, specify the port using the following format:

ipaddress or hostname:port number.

For example, if AD is running on the host adserver . company.com and the KDC
listens on port 53, type Adserver.company.com: 53.

If you created a krb5.ini or krb5.conf file, enter the absolute path to the file
in the krb5.ini File Path field. This file is required if your environment includes
more than one domain, and recommended even if it does not. For example,
type C:\winnit\krb5.1ini (on Windows) or
/opt/Vontu/Protect/config/krb5.conf (on Linux).

See “Creating the configuration file for Active Directory integration” on page 118.
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7  If your environment has more than one Active Directory domain, enter the
domain names (separated by commas) in the Active Directory Domain List
field. The system displays them in a drop-down list on the user logon page.
Users then select the appropriate domain at logon. Do not list the default
domain, as it already appears in the drop-down list by default.

Click Save.

Go to the operating system services tool and restart the Symantec Data Loss
Prevention Manager service.

About configuring certificate authentication

Certificate authentication enables a user to automatically log on to the Enforce
Server administration console using a client certificate that is generated by your
public key infrastructure (PKI). When a user accesses the Enforce Server
administration console, the PKI automatically delivers the user's certificate to the
Tomcat container that hosts the administration console. The Tomcat container
validates the client certificate using the certificate authorities that you have configured
in the Tomcat trust store.

The client certificate is delivered to the Enforce Server computer when a client's
browser performs the SSL handshake with the Enforce Server. For example, some
browsers might be configured to operate with a smart card reader to present the
certificate. As an alternative, you may choose to upload the X.509 certificate to a
browser and configure the browser to send the certificate to the Enforce Server.

If the certificate is valid, the Enforce Server administration console may also
determine if the certificate was revoked.

See “About certificate revocation checks” on page 130.

If the certificate is valid and has not been revoked, then the Enforce Server uses
the common name (CN) in the certificate to determine if that CN is mapped to an
active user account with a role in the Enforce Server configuration.

Note: Some browsers cache a user's client certificate, and will automatically log
the user onto the Administration Console after the user has chosen to sign out. In
this case, users must close the browser window to complete the log out process.

The following table describes the steps necessary to use certificate authentication
with Symantec Data Loss Prevention.
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Table 5-3 Configuring certificate authentication
Phase Action Description
1 Enable certificate authentication on the Enforce | You can enable certificate authentication when
Server computer. you install the Enforce Server, or you can
reconfigure an existing Enforce Server to enable
authentication.
See “Configuring certificate authentication for
the Enforce Server administration console”
on page 124.
2 Add certificate authority (CA) certificates to You can add CA certificates to the Tomcat trust
establish the trust chain. store when you install the Enforce Server. Or,
you can use the Java keytool utility to
manually add certificates to an existing Enforce
Server.
See “Adding certificate authority (CA) certificates
to the Tomcat trust store” on page 126.
3 (Optional) Change the Tomcat trust store The Symantec Data Loss Prevention installer
password. configures each new Enforce Server installation
with a default Tomcat trust store password.
Follow these instructions to configure a secure
password.
See “Changing the Tomcat trust store password”
on page 127.
4 Map certificate common name (CN) values to | See “Mapping Common Name (CN) values to
Enforce Server user accounts. Symantec Data Loss Prevention user accounts”
on page 129.
5 Configure the Enforce Server to check for See “About certificate revocation checks”
certificate revocation. on page 130.
6 Verify Enforce Server access using See “Troubleshooting certificate authentication”
certificate-based single sign-on. on page 137.
7 (Optional) Disable forms-based log on. If you want to use certificate-based single

sign-on for all access to the Enforce Server,
disable forms-based log on.

See “Disabling password authentication and
forms-based log on” on page 137.
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Configuring certificate authentication for the Enforce Server
administration console

If you selected certificate authentication as the single sign-on option when you
installed Symantec Data Loss Prevention, then the Enforce Server administration
console is already configured to support certificate authentication.

Follow this procedure to manually enable certificate authentication on an upgraded
Symantec Data Loss Prevention installation, or to disable or verify certificate
authentication on the Enforce Server. Or, follow this procedure if you want to disable
password authentication (and forms-based log on) for the Enforce Server.

To configure certificate authentication for the Enforce Server administration console

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

2 Change directory to the /opt/sSymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed

Symantec Data Loss Prevention into a different directory, substitute the correct
path.

3 Open the Manager.properties file with a text editor.
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To enable or verify certificate authentication, add or edit the following line in
the file:

com.vontu.manager.certificate authentication = true

To disable certificate authentication, change the value to “false.” However, if
you disable certificate authentication, also ensure that you have enabled
password authentication to ensure that you can log into the Enforce Server
administration console. To enable password authentication, add or edit the
line:

com.vontu.manager.form authentication = true

Set this option to false (disable forms-based log on) only if you want to require
a valid certificate for all Enforce Server administration console accounts,
including Administrator accounts. Ensure that you have installed all necessary
certificates and you have verified that users can log on using certificate
authentication.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 126.

Save your changes and exit the text editor.

Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)or
c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the correct
path.

Open the server.xml file with a text editor.

To enable or verify certificate authentication, add or edit the option
clientAuth="want" as shown in the following line in the file:

<Connector URIEncoding="UTF-8" acceptCount="100" clientAuth="want"
debug="0" disableUploadTimeout="true" enableLookups="false"
keystoreFile="conf/.keystore" keystorePass="protect"
maxSpareThreads="75" maxThreads="150" minSpareThreads="25"
port="443" scheme="https" secure="true" sslProtocol="TLS"
truststoreFile="conf/truststore.jks" truststorePass="protect"/>

Save your changes and exit the text editor.
Stop and then restart the Vontu Manager service to apply your changes.
Configure and enable certificate revocation.

See “About certificate revocation checks” on page 130.
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Adding certificate authority (CA) certificates to the Tomcat trust store

This procedure is required only if you did not import CA certificates during the
Symantec Data Loss Prevention installation, or if you upgraded an earlier Symantec
Data Loss Prevention installation and you are configuring certificate authentication.
This procedure is also required to add OCSP responder certificates to the truststore
for some OCSP configurations.

To use certificate authentication with Symantec Data Loss Prevention, you must
add to the Tomcat trust store all CA certificates that are required to authenticate
users in your system. Each X.509 certificate must be provided in Distinguished
Encoding Rules (DER) formatin a . cer file. If multiple CAs are required to establish
the certificate chain, then you must add multiple . cer files.

To add certificate CA certificates to the Tomcat trust store

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Tomcat configuration files in the steps that follow.

2 Change directory to the /opt/symantecDLP/Protect/tomcat/conf (Linux)or
c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you installed
Symantec Data Loss Prevention to a different directory, substitute the correct
path.

3 Copy all certificate files (. cer files) that you want to import to the cont directory
on the Enforce Server computer.
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4 Use the xeytool utility installed with Symantec Data Loss Prevention to add
a certificate to the Tomcat truststore. For Windows systems, enter:

c:\SymantecDLP\jre\bin\keytool -import -trustcacerts
-alias CA CERT 1
-file certificate 1.cer

-keystore .\truststore.jks
For Linux systems, enter:

/opt/SymantecDLP/jre/bin/keytool -import -trustcacerts
-alias CA CERT 1
-file certificate 1l.cer

-keystore ./truststore.jks

In the above commands, replace CA_CERT_1 with a unique alias for the
certificate that you are importing. Replace certificate_1.cer with the name of
the certificate file you copied to the Enforce Server computer.

5 Enter the password to the keystore when the keytoo1l utility prompts you to
do so. If you did not change the default keystore password, then the password
is “protect.”

6 Repeat these steps to install all the certificate files that are necessary to
complete the certificate chain.

Stop and then restart the Vontu Manager service to apply your changes.
If you have not yet changed the default Tomcat keystore password, do so now.

See “Changing the Tomcat trust store password” on page 127.

Changing the Tomcat trust store password

When you install Symantec Data Loss Prevention, the Tomcat trust store uses the
default password, “protect.” Follow this procedure to assign a secure password to
the Tomcat trust store when you use certificate authentication.
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To change the Tomcat trust store password

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Tomcat configuration files in the steps that follow.

2 Change directory to the /opt/symantecDLP/Protect/tomcat/conf (Linux)or
c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you installed
Symantec Data Loss Prevention to a different directory, substitute the correct
path.

3 Use the xeytool utility that is installed with Symantec Data Loss Prevention
to change the Tomcat truststore password. For Windows systems, enter:

c:\SymantecDLP\jre\bin\keytool -storepasswd -new new password -keystore ./truststore.jks

For Linux systems, enter:
/opt/SymantecDLP/jre/bin/keytool -storepasswd -new new password -keystore ./truststore.jks

Replace new_password with a secure password.

4  Enter the current password to the keystore when the keytool utility prompts
you to do so. If you did not change the default keystore password, then the
password is “protect.”

5 Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)or
c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the correct
path.

6 Open the server.xml file with a text editor.
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7 Inthe following line in the file, edit the truststorePass="protect" entry to
specify your new password:

<Connector URIEncoding="UTF-8" acceptCount="100" clientAuth="want"
debug="0" disableUploadTimeout="true" enablelLookups="false"
keystoreFile="conf/.keystore" keystorePass="protect"
maxSpareThreads="75" maxThreads="150" minSpareThreads="25"
port="443" scheme="https" secure="true" sslProtocol="TLS"

truststoreFile="conf/truststore.jks" truststorePass="protect"/>

Replace protect with the new password that you defined in the keytool
command.

Save your changes and exit the text editor.

Change directory to the /opt/SymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the correct
path.

10 Open the Manager.properties file with a text editor.

Add the following line in the file to specify the new password:
com.vontu.manager.tomcat.truststore.password = password

Replace password with the new password. Do not enclose the password in
quotation marks.

11 Save your changes and exit the text editor.
12 Open the protect.properties file with a text editor.

13 Edit (or if not present, add) the following line in the file to specify the new
password:

com.vontu.manager.tomcat.truststore.password = password

Replace password with the new password. Do not enclose the password in
quotation marks.

14 Save your changes and exit the text editor.

15 Stop and then restart the Vontu Manager service to apply your changes.

Mapping Common Name (CN) values to Symantec Data Loss
Prevention user accounts

Each user that will access the Enforce Server administration console using
certificate-based single sign-on must have an active user account in the Enforce
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Server configuration. The user account associates the common name (CN) value
from the user's client certificate to one or more roles in the Enforce Server
administration console. You can map a CN value to only one Enforce Server user
account.

The user account that you create does not require a separate Enforce Server
administration console password. However, you can optionally configure a password
if you want to allow the user to also log on from the Enforce Server administration
console log on page. If you enable password authentication and the user does not
provide a certificate when the browser asks for one, then the Enforce Server displays
the log on page. (If password authentication is disabled, a log on failure is displayed
if the user does not provide a certificate.)

In order for a user to log on using single sign-on with certificate authentication, an
active user account must identify the user's CN value, and it must be assigned a
valid role in the Enforce Server configuration. If you want to prevent a user from
accessing the Enforce Server administration console without revoking the user's
client certificate, disable or delete the associated Enforce Server user account.

See “Configuring user accounts” on page 110.

About certificate revocation checks

While managing your public key infrastructure, you will periodically need to revoke
a client's certificate with the CA. For example, you might revoke a certificate if an
employee leaves the company, or if an employee's credentials are lost or stolen.
When you revoke a certificate, the CA uses one or more Certificate Revocation
Lists (CRLs) to publish those certificates that are no longer valid. Symantec Data
Loss Prevention also supports the use of an Online Certificate Status Protocol
(OCSP) responder, which clients can use to determine if a particular certificate has
been revoked. The OCSP responder can be implemented as a service on your CA
server, or as a separate OCSP server.

Note: By default certificate revocation checking is disabled. You must be enable it
and configure it. See “Configuring certificate revocation checks” on page 132.

OCSP is the first mechanism that Symantec Data Loss Prevention uses to perform
certificate revocation checks. After the Tomcat container has determined that a
client certificate is valid, the Enforce Server sends an OCSP request to a designated
OCSP responder to determine if the certificate was revoked. The information used
to contact the OCSP responder can be provided in one of two ways:

= The Authority Information Access (AlA) field in a client certificate. The client
certificate itself can include the URL of the OCSP responder in an AlA field. The
following shows an example AlA field that defines an OCSP responder:
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[1]Authority Info Access Access Method=On-line
Certificate Status Protocol (1.3.6.1.5.5.7.48.1)
Alternative Name: URL=http://my ocsp responder

This method is commonly used when you configure an internal CA to provide
the OCSP responder service. If the OCSP responder specified in the AlA field
is directly accessible from the Enforce Server computer, then no additional
configuration is required to perform revocation checks. However, if the OCSP
responder is accessible only by a proxy server, then you must configure the
proxy server settings in the Symantec Data Loss Prevention configuration.

= The OCSP configuration file. As an alternative, you can manually configure
OCSP responder properties using the manager-certauth.security
configuration file. If you choose to use this file, the configuration in the file
overrides any information that is present in a client certificate's AlA field. This
method is commonly used if you want to use a local OCSP responder instead
of the one specified in the AIA field, or if your client certificates do not include
an AlA field.
See “Manually configuring OCSP responder properties” on page 135.

Note: If the OCSP responder that you configure in this file does not use the CA
certificate to sign its responses, then you must add the OCSP responder's
certificate to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 126.

If a certificate's revocation status cannot be determined using OCSP, then Symantec
Data Loss Prevention retrieves revocation lists from a Certificate Revocation List
Distribution Point (CRLDP). To check revocation using a CRLDP, the client certificate
must include a CRL distribution point field. The following shows an example CRLDP
field definition:

[1]CRL Distribution Point
Distribution Point Name:
Full Name: URL=http://my crldp

Note: Symantec Data Loss Prevention does not support specifying the CRLDP
using an LDAP URL.

If the CRL distribution point is defined in each certificate and the Enforce Server
can directly access the server, then no additional configuration is required to perform
revocation checks. However, if the CRL distribution point is accessible only by a
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proxy server, then you must configure the proxy server settings in the Symantec
Data Loss Prevention configuration.

See “Accessing the OCSP responder or CRLDP with a proxy” on page 134.

Regardless of which revocation checking method you use, you must enable
certificate revocation checks on the Enforce Server computer. Certificate revocation
checks are enabled by default if you select certificate installation during the Enforce
Server installation. If you upgraded an existing Symantec Data Loss Prevention
installation, certificate revocation is not enabled by default.

See “Configuring certificate revocation checks” on page 132.

If the Enforce Server computer must use a proxy to access either the OCSP
responder service or CRLDP, then you must configure the proxy settings on the
Enforce Server computer.

See “Accessing the OCSP responder or CRLDP with a proxy” on page 134.

If you are using OCSP for revocation checks but certificate client certificate AIA
fields do not specify a valid OCSP responder, then you must manually configure
OCSP responder properties in the manager-certauth.security configuration file.

See “Manually configuring OCSP responder properties” on page 135.

Configuring certificate revocation checks

When you enable certificate revocation checks, Symantec Data Loss Prevention
uses OCSP to determine if each client certificate was revoked by a certificate
authority. If the certificate status cannot be determined using OCSP, Symantec
Data Loss Prevention uses a CRLDP to determine the revocation status.

Follow this procedure to enable certificate revocation checks.
To configure certificate revocation checks

1 Ensure that the OCSP responder is configured, either in the AIA field of each
certificate or in the manager-certauth.security file.

See “About certificate revocation checks” on page 130.
See “Manually configuring OCSP responder properties” on page 135.

2 Ensure that the CRLDP is defined in the CRL distribution point field of each
client certificate.

132
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3 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

4 Change directory to the /opt/SymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the correct
path.

5 Open the vontuManager.conf file with a text editor.

6 To enable certificate revocation checks, add or edit the following line in the file:
wrapper.java.additional.1l9=-Dcom.sun.net.ssl.checkRevocation=true

To disable the checks, change the value to “false.”

7 If you want to configure the OCSP responder server manually, rather than
using the AlA field in client certificates, edit the following line in the file:

wrapper.java.additional.20=-Djava.security.properties=../config/manager-certauth.security

Also enable this line in the file if you want to disable OCSP revocation checking.
(You can then configure a property in manager-certauth.security to disable
OCSP checks.)

Ensure that the configuration parameter points to the indicated OCSP
configuration file. Always edit the existing manager-certauth.security file,
rather than creating a new file.

See “Manually configuring OCSP responder properties” on page 135.

8 To enable revocation checking using a CRLDP, add or uncomment the following
line in the file:

wrapper.java.additional.22=-Dcom.sun.security.enableCRLDP=true

This option is enabled by default for new Symantec Data Loss Prevention
installations.
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9 If you are using CRLDP revocation checks, optionally configure the cache
lifetime using the property:

wrapper.java.additional.22=-Dsun.security.certpath.ldap.cache.lifetime=30

This parameter specifies the length of time, in seconds, to cache the revocation
lists that are obtained from a CRL distribution point. After this time is reached,
a lookup is performed to refresh the cache the next time there is an
authentication request. 30 seconds is the default cache lifetime. Specify 0 to
disable the cache, or -1 to store cache results indefinitely.

10 Stop and then restart the Vontu Manager service to apply your changes.

Accessing the OCSP responder or CRLDP with a proxy

Symantec recommends that you allow direct access from the Enforce Server
computer to all OCSP responder servers and CRLDP servers that are required to
perform certificate revocation checks. However, if the OCSP responder or the
CRLDP server are accessible only through a proxy, then you must configure the
proxy settings on the Enforce Server computer.

When you configure a proxy, the Enforce Server uses your proxy configuration for
all HTTP connections, such as those connections that are created when connecting
to a Data Insight server to fetch certificates. Check with your proxy administrator
before you configure these proxy settings, and consider allowing direct access to
OCSP and CRDLP servers if at all possible.

To configure proxy settings for an OCSP responder or CRLDP server

1 Ensure that the OCSP responder is configured in the AlA field of each
certificate.

See “About certificate revocation checks” on page 130.

2 Ensure that the CRLDP is defined in the CRL distribution point field of each
client certificate.

3 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.
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4 Change directory to the /opt/SymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the correct
path.

5 Open the vontuManager. conf file with a text editor.

6 Add or edit the following configuration properties to identify the proxy:

wrapper.java.additional.22=-Dhttp.proxyHost=myproxy.mydomain.com
wrapper.java.additional.23=-Dhttp.proxyPort=8080
wrapper.java.additional.24=-Dhttp.nonProxyHosts=hosts

Replace myproxy.mydomain.com and 8080 with the host name and port of
your proxy server. Replace hosts with one or more accessible OCSP responder
to use if the proxy is unavailable. You can include server host names, fully
qualified domain names, or IP addresses separated with a pipe character. For
example:

wrapper.java.additional.24=-Dhttp.nonProxyHosts=ocsp-server|
127.0.0.1|DataInsight Server Host

7 Save your changes to the configuration file.

8 Stop and then restart the Vontu Manager service to apply your changes.

Manually configuring OCSP responder properties

You can optionally edit the manager-certauth.security file to configure OCSP
connection parameters for your system. By default, this file enables OCSP checks,
but all other options are commented and inactive. If you uncomment any parameters
in the file, those parameters override the OCSP configuration that is present in the
AlA fields of a client certificate.

See “About certificate revocation checks” on page 130.

Note: If the OCSP responder that you configure in this file does not use the CA
certificate to sign its responses, then you must add the OCSP responder's certificate
to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 126.

manager-certauth.securityislocated inthe /opt/SymantecDLP/Protect/config
(Linux) or c: \symantecDLP\Protect\config (Windows) directory. Always edit the
existing manager-certauth.security file, rather than create a new file. You may
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The manager-certauth.security contains additional information about these

parameters

The file contains the following parameters.

Table 5-4

OCSP configuration parameters

Configuration parameter with example

Description

ocsp.enable=true

This parameter enables OCSP for revocation checks if
certificate revocation is also enabled in the
VontuManager.properties file. This parameter is
enabled by default for all Symantec Data Loss Prevention
installations. Disable the property if you want to use only
CRLDP checks instead of OCSP.

ocsp.responderURL=http://ocsp.example.net:80

Defines the URL of OCSP responder. If you do not define
this parameter, the URL is taken from the AlA field in the
client certificate, if available.

ocsp.responderCertSubjectName=CN=0CSP

Responder, 0=XYZ Corp

Defines the subject name of the certificate that corresponds
to the OCSP responder. By default Symantec Data Loss
Prevention assumes that the certificate of the issuer of the
client certificate corresponds to the OCSP responder's
certificate. If you do not use this default configuration, you
must identify the OCSP responder's certificate in some
other way. You must also add the OCSP responder
certificate to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the
Tomcat trust store” on page 126.

If you cannot accurately identify the certificate of the OCSP
responder using only the subject name, then use both the
ocsp.responderCertIssuerName and
ocsp.responderCertSerialNumber parameters
instead of ocsp . responderCertSubjectName. (If you
define ocsp.responderCertSubjectName, then the
remaining two parameters in this table are ignored.)

ocsp.responderCertIssuerName=CN=Enterprise
CA, 0=XYZ Corp

Use this parameter in combination with
ocsp.responderCertSerialNumber to identify the
OCSP responder certificate. This parameter defines the
certificate issuer of the OCSP responder's certificate.

If you use this parameter, do not also use the
ocsp.responderCertSubjectName parameter.
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Table 5-4 OCSP configuration parameters (continued)
Configuration parameter with example Description
ocsp.responderCertSerialNumber=2A:FF:00 Use this parameter in combination with

ocsp.responderCertIssuerName toidentify the OCSP
responder certificate. This parameter defines the serial
number of the OCSP responder's certificate.

If you use this parameter, do not also use the
ocsp.responderCertSubjectName parameter.

Troubleshooting certificate authentication

By default Symantec Data Loss Prevention logs each successful log on request to
the Enforce Server administration console. Symantec Data Loss Prevention also
logs an error message if a logon request is made without supplying a certificate, or
if a valid certificate presents a CN that does not map to a valid user account in the
Enforce Server configuration.

Note: If certificate authentication fails while the browser is establishing an HTTPS
connection to the Enforce Server administration console, then Symantec Data Loss
Prevention cannot log an error message.

You can optionally log additional information about certificate revocation checks by
adding or uncommenting the following system property in the vontuManager.conf
file:

wrapper.java.additional.90=-Djava.security.debug=certpath

VontuManager . conf is located in the c: \symantecDLP\Protect\config (Windows)
or /opt/SymantecDLP/Protect/config (Linux) directory. All debug messages are
logged to c:\symantecDLP\Protect\logs\debug\VontuManager.log (Windows)
or /var/log/SymantecDLP/debug/VontuManager.log (Linux).

Disabling password authentication and forms-based log on

Forms-based log on with password authentication can be used as a fallback access
mechanism while you configure and test certificate authentication. After you configure
certificate authentication, you may choose to disable forms-based log on and
password authentication to rely on your public key infrastructure for all log on
requests. To disable forms-based log on entirely, add or edit the following value in
the Manager.properties configuration file:
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com.vontu.manager.form authentication = false

See “Configuring certificate authentication for the Enforce Server administration
console” on page 124.

You must stop and then restart the Vontu Manager service to apply your changes.

Note: Disabling forms-based log on disables the feature for all users, including
those with Administrator privileges. As an alternative, you can disable forms-based
log on or certificate authentication for an individual user by configuring that user's
account.

See “Configuring user accounts” on page 110.

If you later turn on forms-based log on but the Administrator user account does not
have a password configured, you can reset the Administrator password using the
AdminPasswordReset Utility.

See “Resetting the Administrator password” on page 115.



Connecting to group
directories

This chapter includes the following topics:
» Creating connections to LDAP servers
= Configuring directory server connections

= Scheduling directory server indexing

Creating connections to LDAP servers

Symantec Data Loss Prevention supports directory server connections to
LDAP-compliant directory servers such as Microsoft Active Directory (AD). A group
directory connection specifies how the Enforce Server or Discover Server connects
to the directory server.

The connection to the directory server must be established before you create any
user groups in the Enforce Server. The Enforce Server or Discover Server uses
the connection to obtain details about the groups. If this connection is not created,
you are not able to define any User Groups. The connection is not permanent, but
you can configure the connection to synchronize at a specified interval. The directory
server contains all of the information that you need to create User Groups.

See “User Groups” on page 330.

Note: If you use a directory server that contains a self-signed authentication
certificate, you must add the certificate to the Enforce Server or the Discover Server.
If your directory server uses a pre-authorized certificate, it is automatically added
to the Enforce Server or Discover Server. See “Importing SSL certificates to Enforce
or Discover servers” on page 229.
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To create a group directory connection

1 Navigate to the System > Settings > Directory Connections screen.

2 Click Add Connection.

3 Configure the directory connection.

See “Configuring directory server connections” on page 140.

Configuring directory server connections

The Directory Connections page is the home page for configuring directory server
connections. Once you define the directory connection, you can create one or more

User Groups.

See “Configuring User Groups” on page 735.

Table 6-1 Configuring directory server connections
Step Action Description
1 Navigate to the Directory Connections | This page is available at System > Settings > Directory
page (if not already there). Connections.
2 Click Create New Connection. This action takes you to the Configure Directory
Connection page.
3 Enter a Name for the directory server The Connection Name is the user-defined name for the
connection. connection. It appears at the Directory Connections home
page once the connection is configured.
4 Specify the Network Parameters for the | Table 6-2 provides details on these parameters.
directory server connection. Enter or specify the following parameters:
= The Hostname of the computer where the directory
server is installed.
= The Port on the directory server that supports
connections.
= The Base DN (distinguished name) of the directory
server.
= The Encryption Method for the connection, either None
or Secure.
5 Specify the Authentication mode for Table 6-3 provides details on configuring the authentication
connecting to the directory server. parameters.
6 Click Test Connection to verify the If there is anything wrong with the connection, the system

connection.

displays an error message describing the problem.
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Table 6-1 Configuring directory server connections (continued)

Step Action

Description

7 Click Save to save the direction connection | The system automatically indexes the directory server after

configuration.

you successfully create, test, and save the directory server
connection.

8 Select the Index and Replication Status | Verify that the directory server was indexed. After some time

tab.

(depending on the size of the directory server query), you
should see that the Replication Status is "Completed
<date> <time>". If you do not see that the status is
completed, verify that you have configured and tested the
directory connection properly. Contact your directory server
administrator for assistance.

9 Select the Index Settings tab. You can adjust the directory server indexing schedule as

necessary at the Index Settings tab.

See “Scheduling directory server indexing” on page 142.

Table 6-2 Directory connection network parameters

Network parameters

Description

Hostname

Enter the Hostname of the directory server.
For example: enforce.dlp.symantec.com

You must enter the Fully Qualified Name (FQN) of the directory server. Do not use
the IP address.

Port

Enter the connection Port for the directory server.
For example: 389

Typically the port is 389 or 636 for secure connections.

Base DN

Enter the Base DN for the directory server. This field only accepts one directory
server entry.

For example: dc=enforce, dc=dlp,dc=symantec,dc=com
The Base DN string cannot contain any space characters.

The Base DN is the base distinguished name of the directory server. Typically, this
name is the domain name of the directory server. The Base DN parameter defines
the initial depth of the directory server search.
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6-2 Directory connection network parameters (continued)

Network parameters

Description

Encryption Method

Select the Secure option if you want the communication between the directory server
and the Enforce Server to be encrypted using SSL.

Note: If you choose to use a secure connection, you may need to import the SSL
certificate for the directory server to the Enforce Server keystore. See “Importing SSL
certificates to Enforce or Discover servers” on page 229.

Table

6-3 Directory connection authentication parameters

Authentication

Description

Authentication

Select the Authentication option to connect to the directory server using
authentication mode. Check Connect with Credentials to add your username and
password to authenticate to the directory server.

Username

To authenticate with Active Directory, use one of the following methods:

= Domain and user name, for example: Domain\username

» User name and domain, for example: username@domain.com

» Fully distinguished user name and domain (without spaces), for example:
cn=username, cn=Users, dc=domain, dc=com

To authenticate with another type of directory server:

= A different syntax may be required, for example:
uid=username, ou=people, o=company

Password

Enter the password for the user name that was specified in the preceding field.

The password is obfuscated when you enter it.

Scheduling directory server indexing

Each directory connection is set to automatically index the configured LDAP server

once

at 12:00 AM the day after you create the initial connection. You can modify

the indexing schedule to specify when and how often the index is synchronized.

Each directory server connection is set to automatically index the configured User
Groups hosted in the directory server once at 12:00 AM the day after you create
the initial connection.

After you create, test, and save the directory server connection, the system
automatically indexes all of the User Groups that are hosted in the directory whose
connection you have established. You can modify this setting, and schedule indexing
daily, weekly, or monthly.
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To schedule group directory indexing

1 Select an existing group directory server connection from the System >
Settings > Directory Connections screen. Or, create a new connection.

See “Configuring directory server connections” on page 140.

2 Adjust the Index Settings to the desired schedule.
See Table 6-4 on page 143.

Table 6-4 Schedule group directory server indexing and view status

Index Settings

Description

Index the directory
server once.

The Once setting is selected by default and automatically indexes
the director server at 12:00 AM the day after you create the initial
connection.

You can modify the default Once indexing schedule by specifying
when and how often the index is supposed to be rebuilt.

Index the directory
server daily.

Select the Daily option to schedule the index daily.

Specify the time of day and, optionally, the Until duration for this
schedule.

Index the directory
server weekly.

Select the Weekly option to schedule the index to occur once a
week.

Specify the day of the week to index.
Specify the time to index.

Optionally, specify the Until duration for this schedule.

Index the directory
server monthly.

Specify the day of the month to index the directory and the time.
Optionally, specify the Until duration for this schedule.

View the indexing and
replication status.

Select the Index and Replication Status tab to view the status of the
indexing process.

= Indexing Status
Displays the next scheduled index, date and time.

n Detection Server Name
Displays the detection server where the User Group profile is
deployed.

= Replication Status

s Displays the data and time of the most recent synchronization
with the directory group server.
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Managing stored
credentials

This chapter includes the following topics:

= About the credential store

= Adding new credentials to the credential store
= Configuring endpoint credentials

» Managing credentials in the credential store

= Managing stored credentials

About the credential store

An authentication credential can be stored as a named credential in a central
credential store. It can be defined once, and then referenced by any number of
Discover targets. Passwords are encrypted before they are stored.

The credential store simplifies management of user name and password changes.
You can add, delete, or edit stored credentials.

See “Adding new credentials to the credential store” on page 145.

See “Managing credentials in the credential store” on page 146.

The Credential Management screen is accessible to users with the "Credential
Management" privilege.

Stored credentials can be used when you edit or create a Discover target.

See “Network Discover/Cloud Storage Discover scan target configuration options”
on page 1487.
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Adding new credentials to the credential store

You can add new credentials to the credential store. These credentials can later
be referenced with the credential name.

To add a stored credential
1 Click System > Settings > Credentials, and click Add Credential.

2  Enter the following information:

Credential Name Enter your name for this stored credential.

The credential name must be unique within
the credential store. The name is used only
to identify the credential.

Access Username Enter the user name for authentication.
Access Password Enter the password for authentication.
Re-enter Access Password Re-enter the password.

3 Click Save.

4 You can later edit or delete credentials from the credential store.
See “Managing credentials in the credential store” on page 146.

See “Configuring endpoint credentials” on page 145.

Configuring endpoint credentials

You must add credentials to the Credential Store before you can access credentials
for Endpoint FlexResponse or the Endpoint Discover Quarantine response rule.
The credentials are stored in an encrypted folder on all endpoints that are connected
to an Endpoint Server. Because all endpoints store the credentials, you must be
careful about the type of credentials you store. Use credentials that cannot access
other areas of your system. Before your endpoint credentials can be used, you
must enable the Enforce Server to recognize them.

To create endpoint credentials
1 Go to: System > Settings > General.
2 Click Configure.

3 Under the Credential Management section, ensure that the Allow Saved
Credentials on Endpoint Agent checkbox is selected.



Managing stored credentials | 146
Managing credentials in the credential store

Click Save.

Go to: System > Settings > Credentials.

Click Add Credential.

Under the General section, enter the details of the credential you want to add.
Under Usage Permission, select Servers and Endpoint agents.

Click Save.
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See “About the credential store” on page 144.

See “Configuring the Endpoint Discover: Quarantine File action” on page 1204.

Managing credentials in the credential store

You can delete or edit a stored credential.
To delete a stored credential

1 Click System > Settings > Credentials. Locate the name of the stored
credential that you want to remove.

2 Click the delete icon to the right of the name. A credential can be deleted only
if it is not currently referenced in a Discover target or indexed document profile.

To edit a stored credential

1 Click System > Settings > Credentials. Locate the name of the stored
credential that you want to edit.

Click the edit icon (pencil) to the right of the name.
Update the user name or password.

Click Save.
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If you change the password for a given credential, the new password is used
for all subsequent Discover scans that use that credential.

Managing stored credentials

An authentication credential can be stored in a central credential store. It can be
defined once as a named credential, and then referenced by any number of Network
Discover/Cloud Storage Discover targets.

Store your authentication credentials in a central store to simplify management of
user name and password changes.

You can add, delete, or edit stored credentials.
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To add a stored credential

3

In System > Settings > Credentials, click Add Credential.

Enter the following information:

Credential Name Enter your name for this stored credential.

The credential name must be unique within
the credential store. The name is used only
to identify the credential.

Access Username Enter the user name for authentication.
Access Password Enter the password for authentication.
Re-enter Access Password Re-enter the password.

Click Save.

To delete a stored credential

1

In System > Settings > Credentials, locate the name of the stored credential
that you want to remove.

Click the delete icon to the right of the name. A credential can be deleted only
if it is not currently referenced in a Discover target or indexed document profile.

To edit a stored credential

1
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In System > Settings > Credentials, locate the name of the stored credential
that you want to edit.

Click the edit icon (pencil) to the right of the name.
Update the user name or password.
Click Save.

If you change the password for a given credential, the new password is used
for all subsequent Discover scans that use that credential.

See “Providing the password authentication for Network Discover scanned content”
on page 1493.
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Managing system events
and messages

This chapter includes the following topics:

= About system events

= System events reports

= Working with saved system reports

= Server and Detectors event detail

= Configuring event thresholds and triggers
= About system event responses

= Enabling a syslog server

= About system alerts

= Configuring the Enforce Server to send email alerts
= Configuring system alerts

= About log review

= System event codes and messages

About system events

System events related to your Symantec Data Loss Prevention installation are
monitored, reported, and logged. System events include notifications from Cloud
Operations for cloud services.

System event reports are viewed from the Enforce Server administration console:
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= The five most recent system events of severity Warning or Severe are listed on
the Overview screen (System > Servers and Detectors > Overview).
See “About the System Overview screen” on page 230.

= Reports on all system events of any severity can be viewed by going to System
> Servers and Detectors > Events.
See “System events reports” on page 149.

= Recent system events for a particular detection server or cloud service are listed
on the Server/Detector Detail screen for that server or detector.
See “Server/Detector Detail screen” on page 234.

= Click on any event in an event list to go to the Event Details screen for that
event. The Event Details screen provides additional information about the event.
See “Server and Detectors event detail” on page 153.

There are three ways that system events can be brought to your attention:
= System event reports displayed on the administration console

= System alert email messages
See “About system alerts” on page 160.

= Syslog functionality
See “Enabling a syslog server” on page 158.

Some system events require a response.
See “About system event responses” on page 156.
To narrow the focus of system event management you can:

= Use the filters in the various system event notification methods.
See “System events reports” on page 149.

= Configure the system event thresholds for individual servers.
See “Configuring event thresholds and triggers” on page 154.

System events reports

To view all system events, go to the system events report screen (System > Servers
and Detectors > Events). This screen lists events, one event per line. The list
contains those events that match the selected data range, and any other filter
options that are listed in the Applied Filters bar. For each event, the following
information is displayed:



Managing system events and messages
System events reports

Table 8-1
Events Description
Type The type (severity) of the event. Type may be any one of those listed in
Table 8-2.
Time The date and time of the event.
Server The name of the server on which the event occurred.
Host The IP address or host name of the server on which the event occurred.
Code A number that identifies the kind of event.
See the Symantec Data Loss Prevention Administration Guide for information
on event code numbers.
Summary A brief description of the event. Click on the summary for more detail about
the event.
Table 8-2 System event types
Event Description
B8 System information
k| Warning
Severe

You can select from several report handling options.

See “Common incident report features” on page 1333.

Click any event in the list to go to the Event Details screen for that event. The
Event Details screen provides additional information about the event.

See “Server and Detectors event detail” on page 153.

Since the list of events can be long, filters are available to help you select only the

events that you are interested in. By default, only the Date filter is enabled and it
is initially set to All Dates. The Date filter selects events by the dates the events

occurred.
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To filter the list of system events by date of occurrence

1 Go to the Filter section of the events report screen and select one of the date
range options.

2 Click Apply.
3 Select Custom from the date list to specify beginning and end dates.

In addition to filtering by date range, you can also apply advanced filters. Advanced
filters are cumulative with the current date filter. This means that events are only
listed if they match the advanced filter and also fall within the current date range.
Multiple advanced filters can be applied. If multiple filters are applied, events are
only listed if they match all the filters and the date range.

To apply additional advanced filters
1 Click on Advanced Filters and Summarization.
2 Click on Add Filter.

3 Choose the filter you want to use from the left-most drop-down list. Available
filters are listed in Table 8-3.

4  Choose the filter-operator from the middle drop-down list.

Note: You can use the Cloud Operations filter value to view events from Cloud
Operations for your detectors.

For each advanced filter you can specify a filter-operator Is Any Of or Is None
Of.

5 Enter the filter value, or values, in the right-hand text box, or click a value in
the list to select it.

= To select multiple values from a list, hold down the Control key and click
each one.

= To select a range of values from a list, click the first one, then hold down
the Shift key and click the last value in the range you want.

(Optional) Specify additional advanced filters if needed.
When you have finished specifying a filter or set of filters, click Apply.
Click the red X to delete an advanced filter.

The Applied Filters bar lists the filters that are used to produce the list of events
that is displayed. Note that multiple filters are cumulative. For an event to appear
on the list it must pass all the applied filters.

The following advanced filters are available:
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Table 8-3 System events advanced filter options
Filter Description
Event Code Filter events by the code numbers that identify

each kind of event. You can filter by a single
code number or multiple code numbers
separated by commas (2121, 1202, 1204).
Filtering by code number ranges, or greater
than, or less than operators is not supported.

Event type Filter events by event severity type (Info,
Warning, or Severe).

Server Filter events by the server on which the event
occurred.

Note: A small subset of the parameters that trigger system events have thresholds
that can be configured. These parameters should only be adjusted with advice from
Symantec Support. Before changing these settings, you should have a thorough
understanding of the implications that are involved. The default values are
appropriate for most installations.

See “Configuring event thresholds and triggers” on page 154.

See “About system events” on page 148.

See “Server and Detectors event detail” on page 153.

See “ Working with saved system reports” on page 152.

See “Configuring event thresholds and triggers” on page 154.

See “About system alerts” on page 160.

Working with saved system reports

The System Reports screen lists system and agent-related reports that have
previously been saved. To display the System Reports screen, click System >
System Reports. Use this screen to work with saved system reports.

To create a saved system report
1 Go to one of the following screens:
= System Events (System > Events)

= Agents Overview (System > Agents > Overview)
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= Agents Events (System > Agents > Events)
See “About the Enforce Server administration console” on page 67.
2 Select the filters and summaries for your custom report.
See “About custom reports and dashboards” on page 1313.
Select Report > Save As.
Enter the saved report information.
See “Saving custom incident reports” on page 1316.
5 Click Save.
The System Reports screen is divided into two sections:
= System Event - Saved Reports lists saved system reports.
= Agent Management - Saved Reports lists saved agent reports.
For each saved report you can perform the following operations:

= Share the report. Click share to allow other Symantec Data Loss Prevention
uses who have the same role as you to share the report. Sharing a report cannot
be undone; after a report is shared it cannot be made private. After a report is
shared, all users with whom it is shared can view, edit, or delete the report.
See “Saving custom incident reports” on page 1316.

= Change the report name or description. Click the pencil icon to the right of the
report name to edit it.

= Change the report scheduling. Click the calendar icon to the right of the report
name to edit the delivery schedule of the report and to whom it is sent.
See “Saving custom incident reports” on page 1316.
See “Delivery schedule options for incident and system reports” on page 1319.

= Delete the report. Click the red X to the right of the report name to delete the
report.

Detectors event detail

To view the Server and Detectors Event Detail screen, go to System > Servers
and Detectors > Events and click one of the listed events.

See “System events reports” on page 149.

The Server and Detectors Event Detail screen displays all of the information
available for the selected event. The information on this screen is not editable.

The Server and Detectors Event Detail screen is divided into two
sections—General and Message.
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Table 8-4 Event detail — General
Item Description
Type The event is one of the following types:

s Info: Information about the system.
= Warning: A problem that is not severe enough to generate an error.
= Severe: An error that requires immediate attention.

Time The date and time of the event.

Server or The name of the server or detector.

Detector

Host The host name or IP address of the server.
Table 8-5 Event detail — Message

Item Description

Code A number that identifies the kind of event.

See “System event codes and messages” on page 164.

Summary A brief description of the event.

Detail Detailed information about the event.

See “About system events” on page 148.
See “System events reports” on page 149.

See “About system alerts” on page 160.

Configuring event thresholds and triggers

A small subset of the parameters that trigger system events have thresholds that
can be configured. These parameters are configured for each detection server or
detector separately. These parameters should only be adjusted with advice from
Symantec Support. Before changing these settings, you should have a thorough
understanding of the implications. The default values are appropriate for most
installations.

See “About system events” on page 148.
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Configuring event thresholds and triggers

To view and change the configurable parameters that trigger system events

1 Go to the Overview screen (System > Servers and Detectors > Overview).

2 Click on the name of a detection server or detector to display that server's
Server/Detector Detail screen.

3 Click Server/Detector Settings.

The Advanced Server/Detector Settings screen for that server is displayed.

4 Change the configurable parameters, as needed.

Table 8-6

Configurable parameters that trigger events

Parameter

Description

Event

BoxMonitor.DiskUsageError

Indicates the amount of filled disk space
(as a percentage) that triggers a severe
system event. For example, a Severe
event occurs if a detection server is
installed on the C drive and the disk
space error value is 90. The detection
server creates a Severe system event
when the C drive usage is 90% or
greater. The default is 90.

Low disk space

BoxMonitor.DiskUsageWarning

Indicates the amount of filled disk space
(as a percentage) that triggers a
Warning system event. For example, a
Warning event occurs if the detection
server is installed on the C drive and the
disk space warning value is 80. Then
the detection server generates a
Warning system event when the C drive
usage is 80% or greater. The default is
80.

Low disk space

BoxMonitor.MaxRestartCount

Indicates the number of times that a
system process can be restarted in one
hour before a Severe system event is
generated. The default is 3.

process name restarts excessively

IncidentDetection.MessageWaitSevere

Indicates the number of minutes
messages need to wait to be processed
before a Severe system event is sent
about message wait times. The default
is 240.

Long message wait time
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Configurable parameters that trigger events (continued)

Parameter

Description

Event

IncidentDetection.MessageWaitWarning

Indicates the number of minutes
messages need to wait to be processed
before sending a Severe system event
about message wait times. The default
is 60.

Long message wait time

IncidentWriter.Backloginfo

Indicates the number of incidents that
can be queued before an Info system
eventis generated. This type of backlog
usually indicates that incidents are not
processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
1000.

N incidents in queue

IncidentWriter.BacklogWarning

Indicates the number of incidents that
can be queued before generating a
Warning system event. This type of
backlog usually indicates that incidents
are not processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
3000.

N incidents in queue

IncidentWriter.BacklogSevere

Indicates the number of incidents that
can be queued before a Severe system
eventis generated. This type of backlog
usually indicates that incidents are not
processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
10000.

N incidents in queue

About system event responses

There are three ways that system events can be brought to your attention:

= System event reports displayed on the administration console

= System alert email messages
See “About system alerts” on page 160.

= Syslog functionality
See “Enabling a syslog server” on page 158.
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In most cases, the system event summary and detail information should provide
enough information to direct investigation and remediation steps. The following
table provides some general guidelines for responding to system events.

Table 8-7 System event responses

System event or category

Appropriate response

Low disk space

If this event is reported on a detection server, recycle
the Symantec Data Loss Prevention services on the
detection server. The detection server may have lost
its connection to the Enforce Server. The detection
server then queues its incidents locally, and fills up
the disk.

If this event is reported on an Enforce Server, check
the status of the Oracle and the Vontu Incident
Persister services. Low disk space may result if
incidents do not transfer properly from the file system
to the database. This event may also indicate a need
to add additional disk space.

Tablespace is almost full

Add additional data files to the database. When the
hard disk is at 80% of capacity, obtain a bigger disk
instead of adding additional data files.

Refer to the Symantec Data Loss Prevention
Installation Guide.

Licensing and versioning

Contact Symantec Support.

Monitor not responding

Restart the Symantec Monitor service. If the event
persists, check the network connections. Make sure
the computer that hosts the detections server is
turned on by connecting to it. You can connect with
terminal services or another remote desktop
connection method. If necessary, contact Symantec
Support.

See “About Symantec Data Loss Prevention
services” on page 87.

Alert or scheduled report sending
failed

Go to System > Settings > General and ensure that
the settings in the Reports and Alerts and SMTP
sections are configured correctly. Check network
connectivity between the Enforce Server and the
SMTP server. Contact Symantec Support.

Auto key ignition failed

Contact Symantec Support.
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Table 8-7 System event responses (continued)

System event or category

Appropriate response

Cryptographic keys are inconsistent

Contact Symantec Support.

Long message wait time

Increase detection server capacity by adding more
CPUs or replacing the computer with a more powerful
one.

Decrease the load on the detection server. You can
decrease the load by applying the traffic filters that
have been configured to detect fewer incidents. You
can also re-route portions of the traffic to other
detection servers.

Increase the threshold wait times if all of the following
items are true:

» This message is issued during peak hours.

= The message wait time drops down to zero before
the next peak.

= The business is willing to have such delays in
message processing.

process_name restarts excessively

Check the process by going to System > Servers
> Overview. To see individual processes on this
screen, Process Control must be enabled by going
to System > Settings > General > Configure.

N incidents in queue

Investigate the reason for the incidents filling up the
queue.

The most likely reasons are as follows:

= Connection problems. Response: Make sure the
communication link between the Endpoint Server
and the detection server is stable.

» Insufficient connection bandwidth for the number
of generated incidents (typical for WAN
connections). Response: Consider changing
policies (by configuring the filters) so that they
generate fewer incidents.

Enabling a syslog server

Syslog functionality sends Severe system events to a syslog server. Syslog servers

allow system administrators to filter and route the system event notifications on a

more granular level. System administrators who use syslog regularly for monitoring
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their systems may prefer to use syslog instead of alerts. Syslog may be preferred
if the volume of alerts seems unwieldy for email.

Syslog functionality is an on or off option. If syslog is turned on, all Severe events
are sent to the syslog server.

To enable syslog functionality

1

Go to the \symantecDLP\Protect\config directory on Windows or the
/opt/SymantecDLP/Protect/config directory on Linux.

Open the Manager.properties file.

Uncomment the #systemevent.syslog.host=line by removing the # symbol
from the beginning of the line, and enter the hostname or IP address of the
syslog server.

Uncomment the #systemevent.syslog.port=line by removing the # symbol
from the beginning of the line. Enter the port number that should accept
connections from the Enforce Server server. The default is 514.

Uncomment the #systemevent.syslog.format= [{0}] {1} - {2} line by
removing the # symbol from the beginning of the line. Then define the system
event message format to be sent to the syslog server:

If the line is uncommented without any changes, the notification messages are
sent in the format: [server name] summary - details. The format variables are:

» {0} - the name of the server on which the event occurred
» {1} - the event summary
n {2} - the event detail

For example, the following configuration specifies that Severe system event
notifications are sent to a syslog host named server1 which uses port 600.

systemevent.syslog.host=serverl
systemevent.syslog.port=600
systemevent.syslog.format= [{0}] {1} - {2}

Using this example, a low disk space event notification from an Enforce Server on
a host named dip-1 would look like:

dlp-1 Low disk space - Hard disk space for

incident data storage server is low. Disk usage is over 82%.

See “About system events” on page 148.
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About system alerts

System alerts are email messages that are sent to designated addresses when a
particular system event occurs. You define what alerts (if any) that you want to use
for your installation. Alerts are specified and edited on the Configure Alert screen,
which is reached by System > Servers and Detectors > Alerts > Add Alert.

Alerts can be specified based on event severity, server name, or event code, or a
combination of those factors. Alerts can be sent for any system event.

The email that is generated by the alert has a subject line that begins with symantec
Data Loss Prevention System Alert followed by a short event summary. The
body of the email contains the same information that is displayed by the Event
Detail screen to provide complete information about the event.

See “Configuring the Enforce Server to send email alerts” on page 160.
See “Configuring system alerts” on page 161.

See “Server and Detectors event detail” on page 153.

Configuring the Enforce Server to send email alerts

To send out email alerts regarding specified system events, the Enforce Server
has to be configured to support sending of alerts and reports. This section describes
how to specify the report format and how to configure Symantec Data Loss
Prevention to communicate with an SMTP server.

After completing the configuration described here, you can schedule the sending
of specific reports and create specific system alerts.

To configure Symantec Data Loss Prevention to send alerts and reports
1 Go to System > Settings > General and click Configure.
The Edit General Settings screen is displayed.

2 Inthe Reports and Alerts section, select one of the following distribution
methods:

= Send reports as links, logon is required to view. Symantec Data Loss
Prevention sends email messages with links to reports. You must log on
to the Enforce Server to view the reports.

Note: Reports with incident data cannot be distributed if this option is set.

= Send report data with emails. Symantec Data Loss Prevention sends
email messages and attaches the report data.
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3 Enter the Enforce Server domain name or IP address in the Fully Qualified
Manager Name field.

If you send reports as links, Symantec Data Loss Prevention uses the domain
name as the basis of the URL in the report email.

Do not specify a port number unless you have modified the Enforce Server to
run on a port other than the default of 443.

4 If you want alert recipients to see any correlated incidents, check the
Correlations Enabled box.

When correlations are enabled, users see them on the Incident Snapshot
screen.

5 Inthe SMTP section, identify the SMTP server to use for sending out alerts
and reports.

Enter the relevant information in the following fields:

= Server: The fully qualified hostname or IP address of the SMTP server that
Symantec Data Loss Prevention uses to deliver system events and
scheduled reports.

= System email: The email address for the alert sender. Symantec Data Loss
Prevention specifies this email address as the sender of all outgoing email
messages. Your IT department may require the system email to be a valid
email address on your SMTP server.

= User ID: If your SMTP server requires it, type a valid user name for
accessing the server. For example, enter pOMAIN\bsmi th.

= Password: If your SMTP server requires it, enter the password for the User
ID.

6 Click Save.
See “About system alerts” on page 160.
See “Configuring system alerts” on page 161.

See “About system events” on page 148.

Configuring system alerts

You can configure Symantec Data Loss Prevention to send an email alert whenever
it detects a specified system event. Alerts can be specified based on event severity,
server name, or event code, or a combination of those factors. Alerts can be sent
for any system event.

See “About system alerts” on page 160.
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Note that the Enforce Server must first be configured to send alerts and reports.
See “Configuring the Enforce Server to send email alerts” on page 160.

Alerts are specified and edited on the Configure Alert screen, which is reached
by System > Servers > Alerts and then choosing Add Alert to create a new alert,
or clicking on the name of an existing alert to modify it.

To create or modify an alert
1 Go the Alerts screen (System > Servers and Detectors > Alerts).

2 Click the Add Alert tab to create a new alert, or click on the name of an alert
to modify it.

The Configure Alert screen is displayed.

3 Fillin (or modify) the name of the alert. The alert name is displayed in the
subject line of the email alert message.

Fill in (or modify) a description of the alert.
Click Add Condition to specify a condition that will trigger the alert.

Each time you click Add Condition you can add another condition. If you
specify multiple conditions, every one of the conditions must be met to trigger
the alert.

Click on the red X next to a condition to remove it from an existing alert.

6 Enter the email address that the alert is to be sent to. Separate multiple
addresses by commas.

7 Limit the maximum number of times this alert can be sent in one hour by
entering a number in the Max Per Hour box.

If no number is entered in this box, there is no limit on the number of times this
alert can be sent out. The recommended practice is to limit alerts to one or two
per hour, and to substitute a larger number later if necessary. If you specify a
large number, or no number at all, recipient mailboxes may be overloaded with
continual alerts.

8 Click Save to finish.
The Alerts list is displayed.
There are three kinds of conditions that you can specify to trigger an alert:
= Event type - the severity of the event.
= Server - the server associated with the event.
= Event code - a code number that identifies a particular kind of event.

For each kind of condition, you can choose one of two operators:
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= Isany of.
= Is none of.
For each kind of condition, you can specify appropriate parameters:

= Event type. You can select one, or a combination of, Information, Warning,
Severe. Click on an event type to specify it. To specify multiple types, hold down
the Control key while clicking on event types. You can specify one, two, or all
three types.

= Server. You can select one or more servers from the list of available servers.
Click on the name of server to specify it. To specify multiple servers, hold down
the Control key while clicking on server names. You can specify as many different
servers as necessary.

= Event code. Enter the code number. To enter multiple code numbers, separate
them with commas or use the Return key to enter each code on a separate line.
See “System event codes and messages” on page 164.

By combining multiple conditions, you can define alerts that cover a wide variety
of system conditions.

Note: If you define more than one condition, the conditions are treated as if they
were connected by the Boolean "AND" operator. This means that the Enforce Server
only sends the alert if all conditions are met. For example, if you define an event
type condition and a server condition, the Enforce Server only sends the alert if the
specified event occurs on the designated server.

See “About system alerts” on page 160.
See “Configuring the Enforce Server to send email alerts” on page 160.

See “System events reports” on page 149.

About log review

Your Symantec Data Loss Prevention installation includes a number of log files.
These files provide information on server communication, Enforce Server and
detection server operation, incident detection, and so on.

By default, logs for the Enforce Server and detection server are stored in the
following directories:

s Windows:symantecDLP\Protect\logs
s Linux: /var/log/SymantecDLP

See “About log files” on page 285.
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See also the Symantec Data Loss Prevention System Maintenance Guide for
additional information about working with logs.

System event codes and messages

Symantec Data Loss Prevention system events are monitored, reported, and logged.

Each event is identified by code number listed in the tables.

See “About system events” on page 148.

System event lists and reports can be filtered by event codes.

See “System events reports” on page 149.

Note: Numbers enclosed in braces, such as {0}, indicate text strings that are
dynamically inserted into the actual event name or description message.

Table 8-8 General detection server events

Code Summary Description

1000 Monitor started All monitor processes have been started.

1001 Local monitor started All monitor processes have been started.

1002 Monitor started Some monitor processes are disabled and haven't been
started.

1003 Local monitor started Some monitor processes are disabled and haven't been
started.

1004 Monitor stopped All monitor processes have been stopped.

1005 Local monitor stopped All monitor processes have been stopped.

1006 {0} failed to start Process {0} can't be started. See log files for more detail.

1007 {0} restarts excessively Process {0} has restarted {1} times during last {2} minutes.

1008 {0} is down {0} process went down before it had fully started.

1010 Restarted {0} {0} process was restarted because it went down unexpectedly.

101 Restarted {0} {0} was restarted because it was not responding.

1012 Unable to start {0} Cannot bind to the shutdown datagram socket. Will retry.

1013 {0} resumed starting Successfully bound to the shutdown socket.
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Table 8-8 General detection server events (continued)
Code Summary Description
1014 Low disk space Hard disk space is low. Symantec Data Loss Prevention
server disk usage is over {0}%.
Table 8-9 Endpoint server events
Code Summary Description
1100 Aggregator started None
1101 Aggregator failed to start Error starting Aggregator. {0} No incidents will be detected.
1102 Communications with non-legacy | SSL keystore and truststore are not configured for this
agents are disabled endpoint server. Please go to configure server page to
configure SSL keystore and truststore.
Table 8-10 Detection configuration events
Code Summary Description
1200 Loaded policy "{0}" Policy "{0}" v{1} ({2}) has been successfully loaded.
1201 Loaded policies {0} None
1202 No policies loaded No relevant policies are found. No incidents will be detected.
1203 Unloaded policy "{0}" Policy "{0}" has been unloaded.
1204 Updated policy "{0}" Policy "{0}" has been successfully updated. The current policy
version is {1}. Active channels: {2}.
1205 Incident limit reached for Policy | The policy "{0}" has found incidents in more than {1}
"{oy" messages within the last {2} hours. The policy will not be
enforced until the policy is changed, or the reset period of {2}
hours is reached.
1206 Long message wait time Message wait time was {0}:{1}:{2}:{3}.
1207 Failed to load Vector Machine Failed to load [{0}] Vector Machine Learning profile. See
Learning profile server logs for more details.
1208 Failed to unload Vector Machine | Failed to unload [{0}] Vector Machine Learning profile. See
Learning profile server logs for more details.
1209 Loaded Vector Machine Learning | Loaded [{0}] Vector Machine Learning profile.

profile
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Table 8-10 Detection configuration events (continued)
Code Summary Description
1210 Unloaded Vector Machine Unloaded [{0}] Vector Machine Learning profile.
Learning profile
1211 Vector Machine Learning training | Training succeeded for [{0}] Vector Machine Learning profile.
successful
1212 Vector Machine Learning training | Training failed for [{0}] Vector Machine Learning profile.
failed
1213 {0} messages timed out in {0} messages timed out in Detection in the last {1} minutes.
Detection recently Enable Detection execution trace logs for details.
1214 Detected regular expression rules | Policy set contains regular expression rule(s) with invalid
with invalid patterns patterns. See FileReader.log for details.
Table 8-11 File reader events
Code Summary Description
1301 File Reader started None
1302 File Reader failed to start Error starting File Reader. {0} No incidents will be detected.
1303 Unable to delete folder File Reader was unable to delete folder "{0}" in the file system.
Please investigate, as this will cause system malfunction.
1304 Channel enabled Monitor channel "{0}" has been enabled.
1305 Channel disabled Monitor channel "{0}" has been disabled. 1306 License
received. {0}.
1306 License received. None
1307 started Process is started.
1308 down Process is down.
Table 8-12 ICAP events
Code Summary Description
1400 ICAP channel configured The channel is in {0} mode
1401 Invalid license The ICAP channel is not licensed or the license has expired.

No incidents will be detected or prevented by the ICAP
channel.
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Table 8-12 ICAP events (continued)

Code Summary Description

1402 Content Removal Incorrect Configuration rule in line {0} is outdated or not written in
proper grammar format. Either remove it from the config file
or update the rule.

1403 Out of memory Error (Web While processing request on connection ID{0}, out of memory
Prevent) while processing error occurred. Please tune your setup for traffic load.
message

1404 Host restriction Any host (ICAP client) can connect to ICAP Server.

1405 Host restriction error Unable to get the IP address of host {0}.

1406 Host restriction error Unable to get the IP address of any host in Icap.AllowHosts.

1407 Protocol Trace Enabled Enabled Traces available at {0}.

1408 Invalid Load Balance Factor Icap | LoadBalanceFactor configured to 0. Treating it as 1.

Table 8-13 MTA events

Code Summary Description

1500 Invalid license The SMTP Prevent channel is not licensed or the license has
expired. No incidents will be detected or prevented by the
SMTP Prevent channel.

1501 Bind address error Unable to bind {0}. Please check the configured address or
the RequestProcessor log for more information. 1502 MTA
restriction error Unable to resolve host {0}.

1503 All MTAs restricted Client MTAs are restricted, but no hosts were resolved.
Please check the RequestProcessor log for more information
and correct the RequestProcessor.AllowHosts setting for this
Prevent server.

1504 Downstream TLS Handshake TLS handshake with downstream MTA {0} failed. Please

failed check SmtpPrevent and RequestProcessor logs for more
information.

1505 Downstream TLS Handshake TLS handshake with downstream MTA {0} was successfully

successful

completed.
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Table 8-14 File inductor events
Code Summary Description
1600 Override folder invalid Monitor channel {0} has invalid source folder: {1} Using folder:
{2
1601 Source folder invalid Monitor channel {0} has invalid source folder: {1} The channel
is disabled.
Table 8-15 File scan events
Code Summary Description
1700 Scan start failed Discover target with ID {0} does not exist. 1701 Scan
terminated {0}
1702 Scan completed Discover target "{0}" completed a scan successfully.
1703 Scan start failed {0}
1704 Share list had errors {0}
1705 Scheduled scan failed Failed to start a scheduled scan of Discover target {0}. {1}
1706 Scan suspend failed {0}
1707 Scan resume failed {0}
1708 Scheduled scan suspension Scheduled suspension failed for scan of Discover target {0}.
failed {1}
1709 Scheduled scan resume failed | Scheduled suspension failed for scan of Discover target {0}.
{1}
1710 Maximum Scan Duration Timeout | Discover target "{0}" timed out because of Maximum Scan
Occurred Duration.
1711 Maximum Scan Duration Timeout | Maximum scan time duration timed out for scan: {0}. However,
Failed an error occurred while trying to abort the scan.
1712 Scan Idle Timeout Occurred Discover target "{0}" timed out because of Scan Idle Timeout.
1713 Scan Idle Timeout Failed Maximum idle time duration timed out for scan: {0}. However,
an error occurred while trying to abort the scan.
1714 Scan terminated - Invalid Server | Scan of discover target "{0}" has been terminated from the

State

state of "{1}" because the associated discover server {2}
entered an unexpected state of "{3}".
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Table 8-15 File scan events (continued)
Code Summary Description
1715 Scan terminated - Server Scan of discover target "{0}" has been terminated because
Removed the associated discover server {1} is no longer available.
1716 Scan terminated - Server Scan of discover target "{0}" has been terminated because
Reassigned the associated discover server {1} is already scanning
discover target(s) "{2}".
1717 Scan terminated - Transition Failed to handle the state change of discover server {1} while
Failed scanning discover target "{0}". See log files for details.
1718 Scan start failed Scan of discover target "{0}" has failed to start. See log files
for detailed error description.
1719 Scan start failed due to Scan of discover target "{0}" has failed, as its target type is
unsupported target type no longer supported.
Table 8-16 Incident attachment external storage events
Code Summary Description
1750 Incident attachment migration Migration of incident attachments from database to external
started storage directory has started.
1751 Incident attachment migration Completed migrating incident attachments from database to
completed external storage directory.
1752 Incident attachment migration One or more incident attachments could not be migrated from
failed database to external storage directory. Check the incident
persister log for more details. Once the error is resolved,
restart the VontuIncidentPersister service to resume
the migration.
1753 Incident attachment migration One or more incident attachments migration from database
error. to external storage directory has encountered error. Check
the incident persister log for more details. Migration will
continue and will retry erred attachment later.
1754 Failed to update incident Failed to update the schedule to delete incident attachments
attachment deletion schedule in the external directory. Check the incident persister log for
more details.
1755 Incident attachment deletion Deletion of obsolete incident attachments from the external
started storage directory has started.
1756 Incident attachment deletion Deletion of obsolete incident attachments from the external

completed

storage directory has completed.
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Table 8-16 Incident attachment external storage events (continued)

Code Summary Description

1757 Incident attachment deletion One or more incident attachments could not be deleted from
failed the external storage directory. Check the incident persister

log for more details.

1758 Incident attachment external Incident attachment external storage directory is not
storage directory is not accessible. Check the incident persister log for more details.
accessible
Incident attachment external Incident attachment external storage directory is accessible.
storage directory is accessible

Table 8-17 Incident persister and incident writer events

Code Summary Description

1800 Incident Persister is unable to Persister ran out of memory processing incident {0}.
process incident Incident

1801 Incident Persister failed to
process incident {0}

1802 Corrupted incident received A corrupted incident was received, and renamed to {0}.

1803 Policy misconfigured Policy "{0}" has no associated severity.

1804 Incident Persister is unable to Incident Persister cannot start because it failed to access the
start incident folder {0}. Check folder permissions.

1805 Incident Persister is unable to Incidents folder The Incident Persister is unable to access
access the incident folder {0}. Check folder permissions.

1806 Response rule processing failed | Response rule processing failed to start: {0}.
to start

1807 Response rule processing Response rule command runtime execution failed from error:
execution failed {0}.

1808 Unable to write incident Failed to delete old temporary file {0}.

1809 Unable to write incident Failed to rename temporary incident file {0}.

1810 Unable to list incidents Failed to list incident files in folder {0}. Check folder

permissions.

1811 Error sending incident Unexpected error occurred while sending an incident. {0}

Look in the incident writer log for more information.
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Table 8-17 Incident persister and incident writer events (continued)
Code Summary Description
1812 Incident writer stopped Failed to delete incident file {0} after it was sent. Delete the
file manually, correct the problem and restart the incident
writer.
1813 Failed to list incidents Failed to list incident files in folder {0}. Check folder
permissions.
1814 Incident queue backlogged There are {0} incidents in this server's queue.
1815 Low disk space on incident server | Hard disk space for the incident data storage server is low.
Disk usage is over {0}%.
1816 Failed to update policy statistics | Failed to update policy statistics for policy {0}.
1817 Daily incident maximum The daily incident maximum for policy {0} has been
exceeded exceeded.\n No further incidents will be generated.
1818 Incident is oversized, has been | Incident is oversized, has been partially persisted with
persisted with a limited number | messagelD {0}, Incident File Name {1}.
of components and/or violations
1821 Failure to process an incident Unexpected error occurred while sending an incident {0}
received from the cloud gateway
Table 8-18 Install or update events
Code Summary Description
1900 Failed to load update package | Database connection error occurred while loading the
software update package {0}.
1901 Software update failed Failed to apply software update from package {0}. Check the
update service log.
Table 8-19 Key ignition password events
Code Summary Description
2000 Key ignition error Failed to ignite keys with the new ignition password. Detection
against Exact Data Profiles will be disabled.
2001 Unable to update key ignition The key ignition password won't be updated, because the

password.

cryptographic keys aren't ignited. Exact Data Matching will
be disabled.
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Table 8-20 Admin password reset event code

Code Summary Description

2099 Administrator password reset The Administrator password has been reset by the password
reset tool.

Table 8-21 Manager administrator and policy events

Code Summary Description

2100 Administrator saved The administrator settings were successfully saved.

2101 Data source removed The data source with ID {0} was removed by {1}.

2102 Data source saved The {0} data source was saved by {1}.

2103 Document source removed The document source with ID {0} was removed by {1}.

2104 Document source saved The {0} document source was saved by {1}.

2105 New protocol created The new protocol {0} was created by {1}.

2106 Protocol order changed The protocol {0} was moved {1} by {2}.

2107 Protocol removed The protocol {0} was removed by {1}.

2108 Protocol saved The protocol {0} was edited by {1}.

2109 User removed The user with ID {0} was removed by {1}.

2110 User saved The user {0} was saved by {1}.

211 Runaway lookup detected One of the attribute lookup plug-ins did not complete
gracefully and left a running thread in the system. Manager
restart may be required for cleanup.

2112 Loaded Custom Attribute Lookup Plug-ins The following Custom Attribute
Lookup Plug-ins were loaded: {0}.

2113 No Custom Attribute Lookup No Custom Attribute Lookup Plug-in was found.

Plug-in was loaded

2114 Custom attribute lookup failed Lookup plug-in {0} timed out. It was unloaded.

2115 Custom attribute lookup failed Failed to instantiate lookup plug-in {0}. It was unloaded. Error
message: {1}

2116 Policy changed The {0} policy was changed by {1}.

2117 Policy removed The {0} policy was removed by {1}.
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Table 8-21 Manager administrator and policy events (continued)
Code Summary Description
2118 Alert or scheduled report sending | configured by {1} contains the following unreachable email
failed. {0} addresses: {2}. Either the addresses are bad or your email
server does not allow relay to those addresses.
2119 System settings changed The system settings were changed by {0}.
2120 Endpoint Location settings The endpoint location settings were changed by {0}.
changed
2121 The account "{1}" has been The maximum consecutive failed logon number of {0}
locked out attempts has been exceeded for account "{1}", consequently
it has been locked out.
2122 Loaded FlexResponse Actions | The following FlexResponse Actions were loaded: {0}.
2123 No FlexResponse Action was No FlexResponse Action was found.
loaded.
2124 A runaway FlexResponse action | One of the FlexResponse plug-ins did not complete gracefully
was detected. and left a running thread in the system. Manager restart may
be required for cleanup.
2125 Data Insight settings changed. | The Data Insight settings were changed by {0}.
2126 Agent configuration created Agent configuration {0} was created by {1}.
2127 Agent configuration modified Agent configuration {0} was modified by {1}.
2128 Agent configuration removed Agent configuration {0} was removed by {1}.
2129 Agent configuration applied Agent configuration {0} was applied to endpoint server {1} by
{2.
2130 Directory Connection source The directory connection source with ID {0} was removed by
removed {1}.
2131 Directory Connection source The {0} directory connection source was saved by {1}.
saved
2132 Agent Troubleshooting Task Agent Troubleshooting task of type {0} created by user {1}.
2133 Certificate authority file Certificate authority file {0} generated.
generated.
2134 Certificate authority file is corrupt. | Certificate authority file {0} is corrupt.
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Table 8-21 Manager administrator and policy events (continued)
Code Summary Description
2135 Password changed for certificate | Password changed for certificate authority file {0}. New
authority file. certificate authority file is {1}.
2136 Server keystore generated. Server keystore {0} generated for endpoint server {1}.
2137 Server keystore is missing or Server keystore {0} for endpoint server {1} is missing or
corrupt. corrupt.
2138 Server truststore generated. Server truststore {0} generated for endpoint server {1}.
2139 Server truststore is missing or | Server truststore {0} for endpoint server {1} is missing or
corrupt. corrupt.
2140 Client certificates and key Client certificates and key generated.
generated.
2141 Agent installer package Agent installer package generated for platforms {0}.
generated.
Table 8-22 Enforce licensing and key ignition events
Code Summary Description
2200 End User License Agreement The Symantec Data Loss Prevention End User License
accepted Agreement was accepted by {0}, {1}, {2}.
2201 License is invalid None
2202 License has expired One or more of your product licenses has expired. Some
system feature may be disabled. Check the status of your
licenses on the system settings page.
2203 License about to expire One or more of your product licenses will expire soon. Check
the status of your licenses on the system settings page.
2204 No license The license does not exist, is expired or invalid. No incidents
will be detected.
2205 Keys ignited The cryptographic keys were ignited by administrator logon.
2206 Key ignition failed Failed to ignite the cryptographic keys manually. Please look
in the Enforce Server logs for more information. It will be
impossible to create new exact data profiles.
2207 Auto key ignition The cryptographic keys were automatically ignited.
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Table 8-22 Enforce licensing and key ignition events (continued)

Code Summary Description

2208 Manual key ignition required The automatic ignition of the cryptographic keys is not
configured. Administrator logon is required to ignite the
cryptographic keys. No new exact data profiles can be created
until the administrator logs on.

Table 8-23 Manager major events

Code Summary Description

2300 Low disk space Hard disk space is low. Symantec Data Loss Prevention
Enforce Server disk usage is over {0}%.

2301 Tablespace is almost full Oracle tablespace {0} is over {1}% full.

2302 {0} not responding Detection Server {0} did not update its heartbeat for at least
20 minutes.

2303 Monitor configuration changed | The {0} monitor configuration was changed by {1}.

2304 System update uploaded A system update was uploaded that affected the following
components: {0}.

2305 SMTP server is not reachable. | SMTP server is not reachable. Cannot send out alerts or
schedule reports.

2306 Enforce Server started The Enforce Server was started.

2307 Enforce Server stopped The Enforce Server was stopped.

2308 Monitor status updater exception | The monitor status updater encountered a general exception.
Please look at the Enforce Server logs for more information.

2309 System statistics update failed | Unable to update the Enforce Server disk usage and database
usage statistics. Please look at the Enforce Server logs for
more information.

2310 Statistics aggregation failure The statistics summarization task encountered a general
exception. Refer to the Enforce Server logs for more
information.

2311 Version mismatch Enforce version is {0}, but this monitor's version is {1}.

2312 Incident deletion failed Incident Deletion failed .

2313 Incident deletion completed Incident deletion ran for {0} and deleted {1} incident(s).

2314 Endpoint data deletion failed Endpoint data deletion failed.
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Table 8-23 Manager major events (continued)
Code Summary Description
2315 Low disk space on incident server | Hard disk space for the incident data storage server is low.
Disk usage is over {0}%.
2316 Over {0} incidents currently Persisting over {0} incidents can decrease database
contained in the database performance.
Table 8-24 Monitor version support events
Code Summary Description
2320 Version obsolete Detection server is not supported when two major versions
older than Enforce server version. Enforce version is {0}, and
this detection server's version is {1}. This detection server
must be upgraded.
2321 Version older than Enforce Enforce will not have visibility for this detection server and
version will not be able to send updates to it. Detection server
incidents will be received and processed normally. Enforce
version is {0}, and this detection server's version is {1}.
2322 Version older than Enforce Functionality introduced with recent versions of Enforce
version relevant to this type of detection server will not be supported
by this detection server. Enforce version is {0}, and this
detection server's version is {1}.
2323 Minor version older than Enforce | Functionality introduced with recent versions of Enforce
minor version relevant to this type of detection server will not be supported
by this detection server and might be incompatible with this
detection server. Enforce version is {0}, and this detection
server's version is {1}. This detection server should be
upgraded.
2324 Version newer than Enforce Detection server is not supported when its version is newer
version than the Enforce server version. Enforce version is {0}, and
this detection server's version is {1}. Enforce must be
upgraded or detection server must be downgraded.
Table 8-25 Manager reporting events
Code Summary Description
2400 Export web archive finished Archive "{0}" for user {1} was created successfully.
2401 Export web archive canceled Archive "{0}" for user {1} was canceled.
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Table 8-25 Manager reporting events (continued)
Code Summary Description
2402 Export web archive failed Failed to create archive "{0}" for user {1}. The report specified
had over {2} incidents.
2403 Export web archive failed Failed to create archive "{0}" for user {1}. Failure occurred at
incident {2}.
2404 Unable to run scheduled report | The scheduled report job {0} was invalid and has been
removed.
2405 Unable to run scheduled report | The scheduled report {0} owned by {1} encountered an error:
{2}
2406 Report scheduling is disabled The scheduled report {0} owned by {1} cannot be run because
report scheduling is disabled.
2407 Report scheduling is disabled The scheduled report cannot be run because report
scheduling is disabled.
2408 Unable to run scheduled report | Unable to connect to mail server when delivery scheduled
report {0}{1}.
2409 Unable to run scheduled report | User {0} is no longer in role {1} which scheduled report {2}
belongs to. The schedule has been deleted.
2410 Unable to run scheduled report | Unable to run scheduled report {0} for user {1} because the
account is currently locked.
2411 Scheduled report sent The schedule report {0} owned by {1} was successfully sent.
2412 Export XML report failed XML Export of report by user [{0}] failed XML Export of report
by user [{0}] failed.
2420 Unable to run scheduled data Unable to distribute report {0} (id={1}) by data owner because
owner report distribution sending of report data has been disabled.
2421 Report distribution by data owner | Report distribution by data owner for report {0} (id={1}) failed.
failed
2422 Report distribution by data owner | Report distribution by data owner for report {0} (id={1})
finished finished with {2} incidents for {3} data owners. {4} incidents
for {5} data owners failed to be exported.
2423 Report distribution to data owner | The report distribution {1} (id={2}) for the data owner "{0}"

truncated

exceeded the maximum allowed size. Only the first {3}
incidents were sent to "{0}".
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Table 8-26 Messaging events
Code Summary Description
2500 Unexpected Error Processing {0} encountered an unexpected error processing a message.
Message See the log file for details.

2501 Memory Throttler disabled {0} x {1} bytes need to be available for memory throttling.
Only {2} bytes were available. Memory Throttler has been
disabled.

Table 8-27 Detection server communication events

Code Summary Description

2600 Communication error Unexpected error occurred while sending {1} updates to {0}.
{2} Please look at the monitor controller logs for more
information.

2650 Communication error(VML) Unexpected error occurred while sending profile updates
config set {0} to {1} {2}. Please look at the monitor controller
logs for more information.

Table 8-28 Monitor controller events

Code Summary Description

2700 Monitor Controller started Monitor Controller service was started.

2701 Monitor Controller stopped Monitor Controller service was stopped.

2702 Update transferred to {0} Successfully transferred update package {1} to detection
server {0}.

2703 Update transfer complete Successfully transferred update package {0} to all detection
servers.

2704 Update of {0} failed Failed to transfer update package to detection server {0}.

2705 Configuration file delivery Successfully transferred config file {0} to detection server.

complete

2706 Log upload request sent. Successfully sent log upload request {0}.

2707 Unable to send log upload Encountered a recoverable error while attempting to deliver

request log upload request {0}.
2708 Unable to send log upload Encountered an unrecoverable error while attempting to

request

deliver log upload request {0}.
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Table 8-28 Monitor controller events (continued)
Code Summary Description
2709 Using built-in certificate Using built-in certificate to secure the communication between
Enforce and Detection Servers.
2710 Using user generated certificate | Using user generated certificate to secure the communication
between Enforce and Detection Servers.
2711 Time mismatch between Enforce | Time mismatch between Enforce and Monitor. It is
and Monitor. This may affect recommended to fix the time on the monitor through automatic
certain functionalities in the time synchronization.
system.
2712 Connected to cloud detector Connected to cloud detector.
2713 Cloud connector disconnected | Error {0} - check your network settings.
Table 8-29 Packet capture events
Code Summary Description
2800 Bad spool directory configured | Packet Capture has been configured with a spool directory:
for Packet Capture {0}. This directory does not have write privileges. Please
check the directory permissions and monitor configuration
file. Then restart the monitor.
2801 Failed to send list of NICs. {0} {0}.
Table 8-30 EDM index events and messages
Code Summary Description
2900 EDM profile search failed {0}.
2901 Keys are not ignited Exact Data Matching will be disabled until the cryptographic
keys are ignited.
2902 Index folder inaccessible Failed to list files in the index folder {0}. Check the
configuration and the folder permissions.
2903 Created index folder The local index folder {0} specified in the configuration had
not existed. It was created.
2904 Invalid index folder The index folder {0} specified in the configuration does not
exist.
2905 Exact data profile creation failed | Data file for exact data profile "{0}" was not created. Please

look in the enforce server logs for more information.
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Table 8-30 EDM index events and messages (continued)

Code Summary Description

2906 Indexing canceled Creation of database profile "{0}" was canceled.

2907 Replication canceled Canceled replication of database profile "{0}" version {1} to
server {2}.

2908 Replication failed Connection to database was lost while replicating database
profile {0} to server {1}.

2909 Replication failed Database error occurred while replicating database profile
{0} to server {1}.

2910 Failed to remove index file Failed to delete index file {1} of database profile {0}.

2911 Failed to remove index files Failed to delete index files {1} of database profile {0}.

2912 Failed to remove orphaned file | Failed to remove orphaned database profile index file {0}.

2913 Replication failed Replication of database profile {0} to server {2} failed.{1}
Check the monitor controller log for more details.

2914 Replication completed Completed replication of database profile {0} to server {2}.
File {1} was transferred successfully.

2915 Replication completed Completed replication of database profile {0} to the server
{2}. Files {1} were transferred successfully.

2916 Database profile removed Database profile {0} was removed. File {1} was deleted
successfully.

2917 Database profile removed Database profile {0} was removed. Files {1} were deleted
successfully.

2918 Loaded database profile Loaded database profile {0} from {1}.

2919 Unloaded database profile Unloaded database profile {0}.

2920 Failed to load database profile | {2} No incidents will be detected against database profile "{0}"
version {1}.

2921 Failed to unload database profile | {2} It may not be possible to reload the database profile "{0}"
version {1} in the future without detection server restart.

2922 Couldn't find registered content | Registered content with ID {0} wasn't found in database during
indexing.

2923 Database error Database error occurred during indexing. {0}
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Table 8-30 EDM index events and messages (continued)
Code Summary Description
2924 Process shutdown during The process has been shutdown during indexing. Some
indexing registered content may have failed to create.
2925 Policy is inaccurate Policy "{0}" has one or more rules with unsatisfactory
detection accuracy against {1}.{2}
2926 Created exact data profile Created {0} from file "{1}".\nRows processed: {2}\niInvalid
rows: {3)\nThe exact data profile will now be replicated to all
Symantec Data Loss Prevention Servers.
2927 User Group "{0}" synchronization | The following User Group directories have been
failed removed/renamed in the Directory Server and could not be
synchronized: {1}.Please update the "{2}" User Group page
to reflect such changes.
2928 One or more EDM profiles are out | Check the "Manage > Data Profiles > Exact Data" page for
of date and must be reindexed | more details. The following EDM profiles are out of date: {0}.
Table 8-31 IDM index events and messages
Code Summary Description
3000 {0} {1} Document profile wasn't created.
3001 Indexing canceled Creation of document profile "{0}" was canceled.
3002 Replication canceled Canceled replication of document profile "{0}" version {1} to
server {2}.
3003 Replication failed Connection to database was lost while replicating document
profile "{0}" version {1} to server {2}.
3004 Replication failed Database error occurred while replicating document profile
"{0}" version {1} to server {2}.
3005 Failed to remove index file Failed to delete index file {2} of document profile "{0}" version
{1}.
3006 Failed to remove index files Failed to delete index files {2} of document profile "{0}" version
{1}
3007 Failed to remove orphaned file |{0}
3008 Replication failed Replication of document profile "{0}" version {1} to server {3}

failed. {2)\nCheck the monitor controller log for more details.
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Table 8-31 IDM index events and messages (continued)

Code Summary Description

3009 Replication completed Completed replication of document profile "{0}" version {1}
to server {3}. File {2} was transferred successfully.

3010 Replication completed Completed replication of document profile "{0}" version {1}
to server {3}.\nFiles {2} were transferred successfully.

3011 Document profile removed Document profile "{0}" version {1} was removed. File {2} was
deleted successfully.

3012 Document profile removed Document profile "{0}" version {1} was removed. Files {2}
were deleted successfully.

3013 Loaded document profile Loaded document profile "{0}" version {1} from {2}.

3014 Unloaded document profile Unloaded document profile "{0}" version {1}.

3015 Failed to load document profile | {2}No incidents will be detected against document profile "{0}"
version {1}.

3016 Failed to unload document profile | {2} It may not be possible to reload the document profile "{0}"
version {1} in the future without monitor restart.

3017 Created document profile Created "{0}" from "{1}". There are {2} accessible files in the
content root. {3} The profile contains index for {4}
document(s). {5} The document profile will now be replicated
to all Symantec Data Loss Prevention Servers.

3018 Document profile {0} has reached maximum size. Only {1} out of {2} documents
are indexed.

3019 Nothing to index Document source "{0}" found no files to index.

3020 Created document profile Created "{0}" from "{1}". There are {2} accessible files in the
content root. {3} The profile contains index for {4}
document(s). Comparing to last indexing run: {5} new
document(s) were added, {6} document(s) were updated, {7}
documents were unchanged, and {8} documents were
removed. The document profile will now be replicated to all
Symantec Data Loss Prevention servers.

3021 Nothing to index The new remote IDM profile for source "{0}" was identical to
the previous imported version.

3022 Profile conversion IDM profile {0} has been converted to {1} on the endpoint.
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Table 8-31 IDM index events and messages (continued)
Code Summary Description
3023 Endpoint IDM profiles memory | IDM profile {0} size plus already deployed profiles size are
usage too large to fit on the endpoint, only exact matching will be
available.
Table 8-32 Attribute lookup events
Code Summary Description
3100 Invalid Attributes detected with | Invalid or unsafe Attributes passed from Standard In were
Script Lookup Plugin removed during script execution. Please check the logs for
more details.
3101 Invalid Attributes detected with | Invalid or unsafe Attributes passed to Standard Out were
Script Lookup Plugin removed during script execution. Please check the logs for
more details.
Table 8-33 Monitor stub events
Code Summary Description
3200 AggregatorStub started None
3201 {0} updated List of updates:{1}.
3202 {0} store intialized Initial items:{1}.
3203 Received {0} Size: {1} bytes.
3204 FileReaderStub started None
3205 IncidentWriterStub started Using test incidents folder {0}.
3206 Received configuration for {0} {1}.
3207 PacketCaptureStub started None
3208 RequestProcessorStub started | None
3209 Received advanced settings None
3210 Updated settings Updated settings:{0}.
3211 Loaded advanced settings None
3212 UpdateServiceStub started None
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Table 8-33 Monitor stub events (continued)

Code Summary Description

3213 DetectionServerDatabaseStub | None

started
Table 8-34 Packet capture events

Code Summary Description

3300 Packet Capture started Packet Capture has successfully started.

3301 Capture failed to start on device | Device {0} is configured for capture, but could not be

{0} initialized. Please see PacketCapture.log for more information.

3302 PacketCapture could not elevate | PacketCapture could not elevate its privileges. Some

its privilege level initialization tasks are likely to fail. Please check ownership
and permissions of the PacketCapture executable.

3303 PacketCapture failed to drop its | Root privileges are still attainable after attempting to drop

privilege level them. PacketCapture will not continue

3304 Packet Capture started again as | Packet capture started processing again because some disk

more disk space is available space was freed on the monitor hard drives.

3305 Packet Capture stopped due to | Packet capture stopped processing packets because there

disk space limit is too little space on the monitor hard drives.

3306 Endace DAG driver is not Packet Capture was unable to activate Endace device

available support. Please see PacketCapture.log for more information.

3307 PF_RING driver is not available | Packet Capture was unable to activate devices using the
PF_RING interface. Please check PacketCapture.log and
your system logs for more information.

3308 PACKET_MMAP driver is not Packet Capture was unable to activate devices using the

available PACKET_MMAP interface. Please check PacketCapture.log
and your system logs for more information.

3309 {0} is not available Packet Capture was unable to load {0} . No native capture
interface is available. Please see PacketCapture.log for more
information.

3310 No {0} Traffic Captured {0} traffic has not been captured in the last {1} seconds.
Please check Protocol filters and the traffic sent to the
monitoring NIC.

3311 Could not create directory Could not create directory {0} : {1}.
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Table 8-35 Log collection events
Code Summary Description
3400 Couldn't add files to zip The files requested for collection could not be written to an
archive file.
3401 Couldn't send log collection The files requested for collection could not be sent.
3402 Couldn't read logging properties | A properties file could not be read. Logging configuration
changes were not applied.
3403 Couldn't unzip log configuration | The zip file containing logging configuration changes could
package not be unpacked. Configuration changes will not be applied.
3404 Couldn't find files to collect There were no files found for the last log collection request
sent to server.
3405 File creation failed Could not create file to collect endpoint logs.
3406 Disk usage exceeded File creation failed due to insufficient disk space.
3407 Max open file limit exceeded File creation failed as max allowed number of files are already
open.
Table 8-36 Enforce SPC events
Code Summary Description
3500 SPC Server successfully SPC Server successfully registered. Product Instance Id [{0}].
registered.
3501 SPC Server successfully SPC Server successfully unregistered. Product Instance Id
unregistered. [{0}].
3502 A self-signed certificate was A self-signed certificate was generated. Certificate alias [{0}].
generated.
Table 8-37 Enforce user data sources events
Code Summary Description
3600 User import completed User import from source {0} completed successfully.
successfully.
3601 User import failed. User import from data source {0} has failed.
3602 Updated user data linked to Updated user data linked to {0} existing incident events.

incidents.
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Table 8-38 Catalog item distribution related events
Code Summary Description
3700 Unable to write catalog item Failed to delete old temporary file {0}.
3701 Unable to rename catalog item | Failed to rename temporary catalog item file {0}.
3702 Unable to list catalog items Failed to list catalog item files in folder {0}.Check folder
permissions.
3703 Error sending catalog items Unexpected error occurred while sending an catalog
item.{O}Look in the file reader log for more information.
3704 File Reader failed to delete files. | Failed to delete catalog file {0} after it was sent.\nDelete the
file manually, correct the problem and restart the File Reader.
3705 Failed to list catalog item files Failed to list catalog item files in folder {0}.Check folder
permissions.
3706 The configuration is not valid. The property {0} was configured with invalid value {1}. Please
make sure that this has correct value provided.
3707 Scan failed: Remediation Remediation detection catalog update timed out after {0}
detection catalog could not be seconds for target {1}.
updated
Table 8-39 Detection server database events
Code Summary Description
3800 DetectionServerDatabase started | None
3801 DetectionServerDatabase failed | Error starting DetectionServerDatabase. Reason: {0}.
to start
3802 Invalid Port for Could not retrieve the port for DetectionServerDatabase
DetectionServerDatabase process to listen to connection. Reason: {0}. Check if the
property file setting has the valid port number.
Table 8-40 Telemetry event code
Code Summary Description
3803 Telemetry transmission failed. Telemetry transmission failed. Transmission status : {0}
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Table 8-41 Endpoint communication layer events
Code Summary Description
3900 Internal communications error. | Internal communications error. Please see {0} for errors.
Search for the string {1}.
3901 System events have been System event throttle limit exceeded. {0} events have been
suppressed. suppressed. Internal error code = {1}.
Table 8-42 Agent communication event code
Code Summary Description
4000 Agent Handshaker error Agent Handshaker error. Please see {0} for errors. Search
for the string {1}.
Table 8-43 Monitor controller replication communication layer application error
events
Code Summary Description
4050 Agent data batch persist error Unexpected error occurred while agent data being persisted
: {0}. Please look at the monitor controller logs for more
information.
4051 Agent status attribute batch Status attribute data for {0} agent(s) could not be persisted.
persist error Please look at the monitor controller logs for more information.
4052 Agent event batch persist Event data for {0} agent(s) could not be persisted. Please
look at the monitor controller logs for more information.
Table 8-44 Enforce Server web services event code
Code Summary Description
4101 Response Rule Execution Request fetch failed even after {0} retries. Database
Service Database failure on connection still down. The service will be stopped.
request fetch
Table 8-45 Cloud service enrollment events
Code Summary Description
4200 Cloud Service enrollment: Cloud Service enrollment: successfully received client

successfully received client
certificate from Symantec
Managed PKI Service

certificate from Symantec Managed PKI Service.
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Table 8-45 Cloud service enrollment events (continued)
Code Summary Description
4201 Cloud Service enrollment: error | ERROR {0}.
requesting client certificate from
Symantec Managed PKI Service
4205 Symantec Managed PKI Symantec Managed PKI certificate expires in {0} days.
certificate expires in {0} days
4206 Symantec Managed PKI Service | Symantec Managed PKI Service certificate has expired.
certificate has expired
4210 Cloud Service enrollment bundle | Invalid enrollment file content.
error
4211 Cloud Service enroliment bundle | Enroliment file missing from ZIP bundle.
error
4212 Invalid Cloud Detector enrollment | Detector info doesn't match the existing configuration.
bundle
Table 8-46 Cloud detector event code
Code Summary Description
4300 Cloud Detector created in Cloud detector {0} created in Enforce.
Enforce
Table 8-47 User Groups profile event code
Code Summary Description
4400 One or more User Group profiles | Check the "Manage > Policies > User Groups" page for
are out of date and must be more details. The following User Group profiles are out of
reindexed. date: {0}.
Table 8-48 Cloud operations event code
Code Summary Description
4701 Cloud operations events or Cloud operations issued an event or notification about the

notifications

cloud service.
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This chapter includes the following topics:
= Working with Symantec Data Loss Prevention database diagnostic tools
= Viewing tablespaces and data file allocations

= Viewing table details

Working with Symantec Data Loss Prevention
database diagnostic tools

The Enforce Server administration console lets you view diagnostic information

about the tablespaces and tables in your database to help you better manage your

database resources. You can see how full your tablespaces and tables are, and

whether or not the files in the tables are automatically extensible to accommodate
more data. This information can help you manage your database by understanding

where you may want to enable the Oracle Autoextend feature on data files, or
otherwise manage your database resources. You can also generate a detailed
database report to share with Symantec Technical Support for help with
troubleshooting database issues.

You can view the allocation of tablespaces, including the size, memory usage,

extensibility, status, and number of files in each tablespace. You can also view the
name, size, and Autoextend setting for each file in a tablespace. In addition, you
can view table-level allocations for incident data tables, other tables, indexes, and

locator object (LOB) tables.
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You can generate a full database report in HTML format to share with Symantec
Technical Support at any time by clicking Get full report. The data in the report
can help Symantec Technical Support troubleshoot issues in your database.

See “Generating a database report” on page 191.

Viewing tablespaces and data file allocations

You can view tablespaces and data file allocations on the Database Tablespaces
Summary page (System > Database > Tablespaces Summary).

The Database Tablespaces Summary page displays the following information:
= Name: The name of the tablespace.

= Size: The size of the tablespace in megabytes.

= Used (%): The percentage of the tablespace currently in use.

= Used (MB): The amount of the tablespace currently in use, in megabytes.

= Extendable To (MB): The size to which the tablespace can be extended. This
value is based on the Autoextend settings of the files within the tablespace.

» Status: The current status of the tablespace according to the percentage of the
tablespace currently in use, depending on the warning thresholds. If you are
using the default warning threshold settings, the status is:

= OK: The tablespace is under 80% full, or the tablespace can be automatically
extended.

= Warning: The tablespace is between 80% and 90% full. If you see a warning
on a tablespace, you may consider enabling Autoextend on the data files in
the tablespace or extending the maximum value for data file auto-extensibility.

= Severe: The tablespace is more than 90% full. If you see a severe warning
on a tablespace, you should enable Autoextend on the data files in the
tablespace, extend the maximum value for data file auto-extensibility, or
determine whether you can purge some of the data in the tablespace.

=  Number of Files: The number of data files in the tablespace.

Select a tablespace from the list to view details about the files it contains. The
tablespace file view displays the following information:

= Name: The name of the file.
= Size: The size of the file, in megabytes.

= Auto Extendable: Specifies if the file is automatically extensible based on the
Autoextend setting of the file in the Oracle database.
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= Extendable To (MB): The maximum size to which the file can be automatically
extended, in megabytes.

= Path: The path to the file.

Adjusting warning thresholds for tablespace usage in large databases

If your database contains a very large amount of data (1 terabyte or more), you
may want to adjust the warning thresholds for tablespace usage. For such large
databases, Symantec recommends adjusting the Warning threshold to 85% full,
and the Severe threshold to 95% full. You may want to set these thresholds even
higher for larger databases. You can specify these values in the
/SymantecDLP/protect/config/Manager.properties file.

To adjust the tablespace usage warning thresholds
1 Open the Manager.properties file in a text editor.

2 Set the Warning and Severe thresholds to the following values:

com.vontu.manager.tablespaceThreshold.warning=85
com.vontu.manager.tablespaceThreshold.severe=95

Save the changes to the Manager.properties file and close it.

Restart the Vontu Manager service to apply your changes.

Generating a database report

You can generate a full database report in HTML format at any time by clicking Get
full report on the Database Tablespaces Summary page. The database report
includes the following information:

» Detailed database information

» Incident data distribution

= Message data distribution

» Policy group information

= Policy information

= Endpoint agent information

= Detection server (monitor) information

Symantec Technical Support may request this report to help troubleshoot database
issues.



Managing the Symantec Data Loss Prevention database
Viewing table details

To generate a database report

1
2
3

Navigate to System > Database > Tablespaces Summary.
Click Get full report.

The report takes several minutes to generate. Refresh your screen after several
minutes to view the link to the report.

To open or save the report, click the link above the Tablespaces Allocation
table. The link includes the timestamp of the report for your convenience.

In the Open File dialog box, chose whether to open the file or save it.
To view the report, open it in a web browser or text editor.

To update the report, click Update full report.

Viewing table details

You can view table-level allocations on the Database Table Details page (System
> Database > Table Details). Viewing table-level allocations can be useful after a
large data purge to see the de-allocation of space within your database segments.
You can refresh the information displayed on this page by clicking Update table
data at any time.

The Database Table Details page displays your table-level allocations on one of
four tabs:

Incident Tables: This tab lists all the incident data tables in the Symantec Data
Loss Prevention database schema. The tab displays the following information:

= Table Name: The name of the table.

» In Tablespace: The name of the tablespace that contains the table.
= Size (MB): The size of the table, in megabytes.

= % Full: The percentage of the table currently in use.

Other Tables: This tab lists all other tables in the schema. The tab displays the
following information:

= Table Name: The name of the table.

» In Tablespace: The name of the tablespace that contains the table.
= Size (MB): The size of the table, in megabytes.

= % Full: The percentage of the table currently in use.

Indices: This table lists all of the indexes in the schema. The tab displays the
following information:
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= Index Name: The name of the index.

= Table Name: The name of the table that contains the index.

= In Tablespace: The name of the tablespace that contains the table.
= Size (MB): The size of the table, in megabytes.

= % Full: The percentage of the table currently in use.

= LOB Segments: This table lists all of the locator object (LOB) tables in the
schema. The tab displays the following information:

= Table Name: The name of the table.

= Column Name: The name of the table column containing the LOB data.
= In Tablespace: The name of the tablespace that contains the table.

= LOB Segment Size (MB): The size of the LOB segment, in megabytes.
= LOB Index Size: The size of the LOB index, in megabytes.

= % Full: The percentage of the table currently in use.

Note: The percentage used value for each table displays the percentage of the
table currently in use as reported by the Oracle database in dark blue. It also includes
an additional estimated percentage used range in light blue. Symantec Data Loss
Prevention calculates this range based on tablespace utilization.
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This chapter includes the following topics:
= Installing a new license file

= About system upgrades

Installing a new license file

When you first purchase Symantec Data Loss Prevention, upgrade to a later version,
or purchase additional product modules, you must install one or more Symantec
Data Loss Prevention license files. License files have names in the format name. s1f.

You can also enter a license file for one module to start and, later on, enter license
files for additional modules.

For detailed information about installing the license file for your initial purchase of
Symantec Data Loss Prevention, see the Symantec Data Loss Prevention Installation
Guide for your operating system.

To install a license:
1 Download the new license file.

For information on downloading and extracting a license file, see the document
Acquiring Symantec Data Loss Prevention Software, available at the Symantec
FileConnect site.

Go to System > Settings > General and click Configure.

3 Atthe Edit General Settings screen, scroll down to the License section.
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4 Inthe Install License field, browse for the new Symantec Data Loss Prevention
license file you downloaded, then click Save to agree to the terms and
conditions of the end user license agreement (EULA) for the software and to
install the license.

Note: If you do not agree to the terms and conditions of the EULA, you cannot
install the software.

5 To enable full functionality of new product license-related features, restart the
Vontu Manager Service.

See “About Symantec Data Loss Prevention services” on page 87.
The Current License list displays the following information for each product license:
= Product — The individual Symantec Data Loss Prevention product name
= Count — The number of users licensed to use the product
= Status — The current state of the product
= Expiration — The expiration date of license for the product

A month before Expiration of the license, warning messages appear on the System
> Servers > Overview screen. When you see a message about the expiration of
your license, contact Symantec to purchase a new license key before the current
license expires.

About system upgrades

The Upgrade button on the System Overview screen initiates the loading and
upgrading of your system to a newer version of Symantec Data Loss Prevention.

For information about upgrading the Symantec Data Loss Prevention software, see
the Symantec Data Loss Prevention Upgrade Guide.

See “About Symantec Data Loss Prevention administration” on page 66.
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Managing detection servers

= Chapter 11. Installing and managing detection servers and cloud detectors
s Chapter 12. Managing log files

= Chapter 13. Using Symantec Data Loss Prevention utilities



Installing and managing
detection servers and cloud
detectors

This chapter includes the following topics:

About managing Symantec Data Loss Prevention servers
Enabling Advanced Process Control

Server controls

Server configuration—basic

Editing a detector

Server and detector configuration—advanced

Adding a detection server

Adding a cloud detector

Removing a server

Importing SSL certificates to Enforce or Discover servers
About the System Overview screen

Configuring the Enforce Server to use a proxy to connect to cloud services
Server and detector status overview

Recent error and warning events list

Server/Detector Detail screen
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= Advanced server settings
= Advanced detector settings

= About using load balancers in an endpoint deployment

About managing Symantec Data Loss Prevention

servers

Symantec Data Loss Prevention servers and cloud detectors are managed from
the System > Servers and Detectors > Overview screen. This screen provides
an overview of your system, including server status and recent system events. It
displays summary information about all Symantec Data Loss Prevention servers,
a list of recent error and warning events, and information about your license. From
this screen you can add or remove detection servers.

= Click on the name of a server to display its Server/Detector Detail screen, from
which you can control and configure that server.

See “Installing a new license file” on page 194.

See “About the Enforce Server administration console” on page 67.
See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Adding a detection server” on page 225.

See “Adding a cloud detector” on page 227.

See “Removing a server” on page 228.

See “Server controls” on page 199.

See “Server configuration—basic” on page 201.

Enabling Advanced Process Control

Symantec Data Loss Prevention Advanced Process Control lets you start or stop
individual server processes from the Enforce Server administration console. You
do not have to start or stop an entire server. This feature can be useful for
debugging. When Advanced Process Control is off (the default), each
Server/Detector Detail screen shows only the status of the entire server. When
you turn Advanced Process Control on, the General section of the Server/Detector
Detail screen displays individual processes.

See “Server/Detector Detail screen” on page 234.
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1 Go to System > Settings > General and click Configure.

The Edit General Settings screen is displayed.

2 Scroll down to the Process Control section and check the Advanced Process
Control box.

3 Click Save.

Table 11-1 describes the individual processes and the servers on which they run

once advanced process control is enabled.

Table 11-1

Advanced processes

Process

Description

Control

Monitor
Controller

The Monitor Controller process
controls detection servers.

The MonitorController Status is available
for the Enforce Server.

File Reader

The File Reader process
detects incidents.

The FileReader Status is available for all
detection servers.

Incident Writer

The Incident Writer process
sends incidents to the Enforce
Server.

The IncidentWriter Status is available for
all detection servers, unless they are part
of a single-tier installation, in which case

there is only one Incident Writer process.

Packet Capture

The Packet Capture process
captures network streams.

The PacketCapture Status is available
for Network Monitor.

Request
Processor

The Request Processor
processes SMTP requests.

The RequestProcessor Status is
available for Network Prevent for Email.

Endpoint
Server

The Endpoint Server process
interacts with Symantec DLP
Agents.

The EndpointServer Status is available
for Endpoint Prevent.

Detection
Server
Database

The Detection Server
Database process is used for
automated incident
remediation tracking.

The DetectionServerDatabase Status is
available for Network Discover.

See “Server configuration—basic” on page 201.

Server controls

Servers and their processes are controlled from the Server/Detector Detail screen.
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= To reach the Server/Detector Detail screen for a particular server, go to the
System > Servers and Detectors > Overview screen and click on the server's
name in the list.

See “Server/Detector Detail screen” on page 234.

The status of the server and its processes appears in the General section of the
Server/Detector Detail screen. The Start, Recycle and Stop buttons control server
and process operations.

Current status of the server is displayed in the General section of the
Server/Detector Detail screen. The possible values are:

Table 11-2 Server status values
Icon Status
Starting - In the process of starting.
—
’ Running - Running without errors.

Running Selected - Some processes on the server are stopped or have
- errors. To see the statuses of individual processes, you must first enable
Advanced Process Control on the System Settings screen.

Stopping - In the process of stopping.

[

Stopped - Fully stopped.

2 Unknown - The Server has encountered one of the following errors:

= Start. To start a server or process, click Start.
= Recycle. To stop and restart a server, click Recycle.
= Stop. To stop a server or process, click Stop.

= To halt a process during its start-up procedure, click Terminate.

Note: Status and controls for individual server processes are only displayed if
Advanced Process Control is enabled for the Enforce Server. To enable Advanced
Process Control, go to System > Settings > General > Configure, check the
Advanced Process Control box, and click Save.
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» To update the status, click the refresh icon in the upper-right portion of the
screen, as needed.

See “About Symantec Data Loss Prevention administration” on page 66.
See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “System events reports” on page 149.

See “Server and Detectors event detail” on page 153.

Server configuration—basic

Enforce Servers are configured from the System > Settings > General menu.

Detection servers are configured from each server's individual Configure Server
screen.

To configure a server
1 Go to the System > Servers and Detectors > Overviewscreen.
2 Click on the name of the server in the list.

That server's Server/Detector Detail screen is displayed. In the upper-left
portion of a Server/Detector Detail screen are the following buttons:

= Done. Click Done to return to the previous screen.
= Configure. Click Configure to specify a basic configuration for this server.

= Server Settings. Click Server Settings to specify advanced configuration
parameters for this server. Use caution when modifying advanced server
settings. It is recommended that you check with Symantec Support before
changing any of the advanced settings.
See “Server and detector configuration—advanced” on page 224.
See Symantec Data Loss Prevention online Help for information about
advanced server configuration.

3 Click Configure or Server Settings to display a configuration screen for that
type of server.

4  Specify or change settings on the screen as needed, and then click Save.

Click Cancel to return to the previous screen without changing any settings.

Note: A server must be recycled before new settings take effect.
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See “Server controls” on page 199.

The Configure Server screen contains a General section for all detection servers
that contains the following parameters:

= Name. The name you choose to give the server. This name appears in the
Enforce Server administration console (System > Servers and Detectors >
Overview). The name is limited to 255 characters.

» Host. The host name or IP address of the system hosting the server. Host names
must be fully qualified. If the host has more than one IP address, specify the
address on which the detection server listens for connections to the Enforce
Server.

= Port. The port number used by the detection server to communicate with the
Enforce Server. The default is 8100.

For Single Tier Monitors, the Host field on the Configure Server page is
pre-populated with the local IP address 127.0.0.1. You cannot change this value.

The remaining portions of a Configure Server screen vary according to the type
of server.

See “Network Monitor Server—basic configuration” on page 202.

See “Network Discover/Cloud Storage Discover Server and Network Protect—basic
configuration” on page 211.

See “Network Prevent for Email Server—basic configuration” on page 204.
See “Network Prevent for Web Server—basic configuration” on page 208.
See “Endpoint Server—basic configuration” on page 212.

See “Single Tier Monitor — Basic configuration” on page 213.

See “Classification Server—basic configuration” on page 223.

See “Server/Detector Detail screen” on page 234.

Network Monitor Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen
(System > Servers and Detectors > Overview) and click the name of the server
in the list. That server's Server/Detector Detail screen appears. Click Configure
to display the Configure Server screen.

A Network Monitor Server's Configure Server screen is divided into a general
section and two tabs:

= General section. Use this section to specify the server's name, host, and port.
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See “Server configuration—basic” on page 201.
= Packet Capture tab. Use this tab to configure network packet capture settings.

=  SMTP Copy Rule tab. Use this tab to modify the source folder where the server
retrieves SMTP message files.

The top portion of the Packet Capture defines general packet capture parameters.
It provides the following fields:

Field Description

Source Folder Override The source folder is the directory the
server uses to buffer network streams
before it processes them. The
recommended setting is to leave the
Source Folder Override field blank to
accept the default. If you want to specify
a custom buffer directory, type the full
path to the directory.

Network Interfaces Select the network interface card(s) to
use for monitoring. Note that to monitor
a NIC WinPcap software must be
installed on the Network Monitor Server.

See the Symantec Data Loss Prevention
Installation Guide for more information
about NICs.

Th Protocol section of the Packet Capture specifies the types of network traffic
(by protocol) to capture. It also specifies any custom parameters to apply. This
section lists the standard protocols that you have licensed with Symantec, and any
custom TCP protocols you have added.

To monitor a particular protocol, check its box. When you initially configure a server,
the settings for each selected protocol are inherited from the system-wide protocol
settings. You configure these settings by going to System > Settings > Protocol.
System-wide default settings are listed as Standard.

Consult Symantec Data Loss Prevention online Help for information about working
with system-wide settings.

To override the inherited filtering settings for a protocol, click the name of the
protocol. The following custom settings are available (some settings may not be
available for some protocols):

n |P filter

s L7 sender filter
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= L7 recipient filter

= Content filter

= Search Depth (packets)

= Sampling rate

= Maximum wait until written
= Maximum wait until dropped
= Maximum stream packets

= Minimum stream size

= Maximum stream size

= Segment Interval

= No traffic notification timeout (The maximum value for this setting is 360000
seconds.)

Use the SMTP Copy Rule to modify the source folder where this server retrieves
SMTP message files. You can modify the Source Folder by entering the full path
to a folder.

See “About Symantec Data Loss Prevention administration” on page 66.
See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

In addition to the settings available through the Configure Server screen, you can
specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Server/Detector Detail screen.
Use caution when modifying advanced server settings. Check with Symantec
Support before you change any advanced setting.

See “Advanced server settings” on page 236.

See the Symantec Data Loss Prevention online Help for information about advanced
server settings.

Network Prevent for Email Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen
(System > Servers and Detectors > Overview) and click the name of the server
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in the list. That server's Server/Detector Detail screen appears. Click Configure

to display the Configure Server screen.

Server configuration—basic

A Network Prevent for Email Server Configure Server screen is divided into a

General section and an Inline SMTP tab. The General section specifies the server's

name, host, and port.

See “Server configuration—basic” on page 201.

Use the Inline SMTP tab to configure different Network Prevent for Email Server

features:

Field

Trial Mode

Keystore Password

Next Hop Configuration

Description

Trial mode lets you test prevention
capabilities without blocking requests. When
trial mode is selected, the server detects
incidents and creates incident reports, but
does not block any messages. Deselect this
option to block those messages that are found
to violate Symantec Data Loss Prevention
policies.

If you use TLS authentication in a forwarding
mode configuration, enter the correct
password for the keystore file.

Select Reflect to operate Network Prevent
for Email Server in reflecting mode. Select
Forward to operate in forwarding mode.

Note: If you select Forward you must also
select Enable MX Lookup orDisable MX
Lookup to configure the method that is used
to determine the next-hop MTA.
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Description

This option applies only to forwarding mode
configurations.

Select Enable MX Lookup to perform a DNS
query on a domain name to obtain the mail
exchange (MX) records for the server.
Network Prevent for Email Server uses the
returned MX records to select the address of
the next hop mail server.

If you select Enable MX Lookup, also add
one or more domain names in the Enter
Domains text box. For example:

companyname.com

Network Prevent for Email Server performs
MX record queries for the domain names that
you specify.

Note: You must include at least one valid
entry in the Enter Domains text box to
successfully configure forwarding mode
behavior.
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Field

Disable MX Lookup

See the Symantec Data Loss Prevention MTA Integration Guide for Network Prevent
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Description

This field applies only to forwarding mode
configurations.

Select Disable MX Lookup if you want to
specify the exact or IP address of one or more
next-hop MTAs. Network Prevent for Email
Server uses the hostnames or addresses that
you specify and does not perform an MX
record lookup.

If you select Disable MX Lookup, also add
one or more hostnames or |IP addresses for
next-hop MTAs in the Enter Hostnames text
box. You can specify multiple entries by
placing each entry on a separate line. For
example:

smtpl.companyname.com
smtp2.companyname . com
smtp3.companyname.com

Network Prevent for Email Server always tries
to use the first MTA that you specify in the
list. If that MTA is not available, Network
Prevent for Email Server tries the next
available entry in the list.

Note: You must include at least one valid
entry in the Enter Hostnames text box to
successfully configure forwarding mode
behavior.

for Email for additional information about configuring Network Prevent for Email

Server options.

See “About Symantec Data Loss Prevention administration” on page 66.

See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

In addition to the settings available through the Configure Server screen, you can
specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Server/Detector Detail screen.
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Use caution when modifying advanced server settings. Check with Symantec
Support before you change any advanced setting.

See “Advanced server settings” on page 236.

See the Symantec Data Loss Prevention online Help for information about advanced
server settings.

Network Prevent for Web Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen
(System > Servers and Detectors > Overview) and click the name of the server
in the list. That server's Server/Detector Detail screen appears. Click Configure
to display the Configure Server screen.

A Network Prevent for Web Server Configure Server screen is divided into a
general section and one tab:

= General section. This section specifies the server's name, host, and port.
See “Server configuration—basic” on page 201.

= ICAP tab. This tab is for configuring Internet Content Adaptation Protocol (ICAP)
capture.

Use the ICAP tab to configure Web-based network traffic. The ICAP tab is divided
into four sections:

= The Trial Mode section enables you to test prevention without blocking traffic.
When trial mode is selected, the server detects incidents and creates incident
reports, but it does not block any traffic. This option enables you to test your
policies without blocking traffic. Check the box to enable trial mode.

= The Request Filtering section configures traffic filtering criteria:

Field Description

Ignore Requests Smaller Than Specify the minimum body size
of HTTP requests to inspect on
this server. The default value
is 4096 bytes. HTTP requests
with bodies smaller than this
number are not inspected.

Ignore Requests without Attachments Check this box to inspect only
those HTTP requests that
contain attachments.
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Ignore Requests to Hosts or Domains

Ignore Requests from User Agents
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Description

Enter the host names or
domains whose requests
should be filtered out (ignored).
Enter one host or domain
name per line.

Enter the names of user agents
whose requests should be
filtered out (ignored). Enter one
agent per line.

The Response Filtering section configures the filtering criteria to manage HTTP

responses:

Field

Ignore Responses Smaller Than

Inspect Content Type

Ignore Responses from Hosts or Domains

Description

Enter the minimum body size
of HTTP responses to inspect
on this server. The default
value is 4096 bytes. HTTP
responses with bodies smaller
than this number are not
inspected.

Specify the MIME content
types that this server is to
monitor. By default, this field
contains content type values
for standard Microsoft Office,
PDF, and plain-text formats.
You can add other MIME
content type values. Enter
separate content types on
separate lines. For example, to
inspect WordPerfect 5.1 files,
enter
application/wordperfect5.1.

Enter the host names or
domains whose responses are
to be ignored. Enter one host
or domain name per line.
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Ignore Responses to User Agents
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Description

Enter the names of user agents
whose responses are to be
ignored. Enter one user agent
per line.

= The Connection section configures settings for the ICAP connection between
an HTTP proxy server and the Network Prevent for Web Server:

Field

TCP Port

Maximum Number of Requests

Maximum Number of Responses

Connection Backlog

Description

Specify the TCP port number
that this server is to use to
listen to ICAP requests. The
same value must be configured
on the HTTP proxy sending
ICAP requests to this server.
The recommended value is
1344.

Enter the maximum number of
simultaneous ICAP request
connections. The default is 25.

Enter the maximum number of
simultaneous ICAP response
connections from the HTTP
proxy or proxies that are
allowed. The default is 25.

Enter the maximum number of
waiting connections allowed.
Each waiting connection
means that a user waits at their
browser. The minimum value
is 1.

See “Configuring Network Prevent for Web Server” on page 1465.

See “About Symantec Data Loss Prevention administration” on page 66.

See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.
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In addition to the settings available through the Configure Server screen, you can
specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Server/Detector Detail screen.
Use caution when modifying advanced server settings. Check with Symantec
Support before you change any advanced setting.

See “Advanced server settings” on page 236.

See the Symantec Data Loss Prevention online Help for information about advanced
server settings.

Network Discover/Cloud Storage Discover Server and Network
Protect—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure screen for a server, go to the System > Servers
and Detectors > Overview screen and click on the name of the server in the list.
That server's Server/Detector Detail screen is displayed. Click Configure. The
server's Configure Server screen is displayed.

See “Modifying the Network Discover/Cloud Storage Discover Server configuration’
on page 1481.

A Network Discover Server's Configure Server screen is divided into a general
section and one tab:

= General section. This section is for specifying the server's name, host, and port.
See “Server configuration—basic” on page 201.

= Discover tab. This tab is for modifying the number of parallel scans that run on
this Discover Server.
The maximum count can be increased at any time. After it is increased, any
queued scans that are eligible to run on the Network Discover Server are started.
The count can be decreased only if the Network Discover Server has no running
scans. Before you reduce the count, pause, or stop, all scans running on the
server.
To view the scans running on Network Discover Servers, go to Manage >
Discover Scanning > Discover Targets.

See “About Symantec Data Loss Prevention administration” on page 66.
See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

In addition to the settings available through the Configure Server screen, you can
also specify advanced settings for this server. To specify advanced configuration
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parameters, click Server Settings on the Server/Detector Detail screen. Use
caution when modifying advanced server settings. It is recommended that you
check with Symantec Support before changing any of the advanced settings.

See “Advanced server settings” on page 236.

Endpoint Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure screen for a server, go to the System > Servers
and Detectors > Overview screen and click the name of the server. The
Server/Detector Detail screen for that server is displayed. Click Configure to
display the Configure Server screen for that server.

See “Adding a detection server” on page 225.

The Configure Server screen for an Endpoint Server is divided into a general
section and the following tabs:

= General. This section is for specifying the server name, host, and port.
See “Server configuration—basic” on page 201.

= Agent. This section is for adding agent security certificates to the Endpoint
Server.
See “Adding and editing agent configurations” on page 1750.

Agent Listener. Use this section to configure the Endpoint Server to listen for
connections from Symantec DLP Agents:

Field Description

Bind address Enter the IP address on which the Endpoint Server listens for
communications from the Symantec DLP Agents. The default IP address
is 0.0.0.0 which allows the Endpoint Server to listen on all host IP
addresses.

Port Enter the port over which the Endpoint Server listens for communications
from the Symantec DLP Agents.

Note: Many Linux systems restrict ports below 1024 to root access.
The Endpoint Server cannot by configured to listen for connections
from Symantec DLP Agents to these restricted ports on Linux systems.
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Note: If you are using FIPS 140-2 mode for communication between the Endpoint
Server and DLP Agents, do not use Diffie-Hellman (DH) cipher suites. Mixing cipher
suites prevents the agent and Endpoint Server from communicating. You can confirm
the current cipher suit setting by referring to the
EndpointCommunications.SSLCipherSuites setting on the Server Settings
page. See “Advanced server settings” on page 236.

Single Tier Monitor — Basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the System > Servers and
Detectors > Overview screen and click the name of the server in the list. That
server's Server/Detector Detail screen appears. Click Configure to display the
Configure Server screen.

The Single Tier Monitor is a detection server that includes the detection capabilities
of the Network Monitor, Network Discover/Cloud Storage Discover, Network Prevent
for Web, Mobile Prevent for Web, Network Prevent for Email, and the Endpoint
Prevent and Endpoint Discover detection servers. Each of these detection server
types is associated with one or more detection "channels." The Single Server
deployment simplifies Symantec Data Loss Prevention administration and reduces
maintenance and hardware costs for small organizations, or for branch offices of
larger enterprises that would benefit from on-site deployments of Symantec Data
Loss Prevention.

Configuring the channels for Network Monitor

Network Monitor uses two channels: Packet Capture and SMTP Copy Rule. To
configure Network Monitor, enter your configuration information on both the Packet
Capture and SMTP Copy Rule tabs on the Configure Server screen.

To configure the Packet Capture and SMTP Copy Rule tabs

1 Optional: On the Packet Capture tab of the Configure Server Screen, specify
the Source Folder Override.

The source folder is the directory the server uses to buffer network streams
before it processes them. The recommended setting is to leave the Source
Folder Override field blank to accept the default. If you want to specify a
custom buffer directory, type the full path to the directory.

2 Select the Network Interfaces.
Select the network interface card(s) to use for monitoring.

See the Symantec Data Loss Prevention Installation Guide for more information
about NICs.
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3 Inthe Protocol section, check the box for each type of network traffic to capture.

When you initially configure a server, the settings for each selected protocol
are inherited from the system-wide protocol settings. You configure these
settings by going to System > Settings > Protocol. System-wide default
settings are listed as Standard. To override the inherited filtering settings for
a protocol, click the name of the protocol. The following custom settings are
available (some settings may not be available for some protocols):

n [P filter

» L7 sender filter

» L7 recipient filter

= Content filter

= Search Depth (packets)

= Sampling rate

= Maximum wait until written
= Maximum wait until dropped
= Maximum stream packets
= Minimum stream size

»  Maximum stream size

= Segment Interval

= No traffic notification timeout (The maximum value for this setting is 360000
seconds.)

4  Optional: On the SMTP Copy Rule tab, specify the Source Folder Override
to modify the source folder where this server retrieves SMTP message files.

You can modify the source folder by entering the full path to a folder. Leave
this field blank to use the default source folder.

Configuring the channel for Network Discover/Cloud Storage
Discover

Network Discover/Cloud Storage Discover uses the Discover channel. On the
Discover tab, you can modify the number of parallel scans that run on the Single
Tier Monitor by entering a number in the Maximum Parallel Scans field.

The maximum count can be increased at any time. After it is increased, any queued
scans that are eligible to run on the Network Discover Server are started. The count
can be decreased only if the Network Discover Server has no running scans. Before
you reduce the count, pause, or stop, all scans running on the server.
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Configuring the channel for Network Prevent for Web and
Mobile Prevent for Web

Network Prevent for Web and Mobile Prevent for Web use the ICAP channel. The
ICAP channel configuration tab is divided into four sections: Request Filtering,
Response Filtering, Connection, and Mobile.

To configure the ICAP tab

1 Verify or change the Trial Mode setting. Trial Mode lets you test prevention
without blocking requests in real time. If you select Trial Mode, Symantec Data
Loss Prevention detects incidents and indicates that it has blocked an HTTP
communication, but it does not block the communication.

2 Verify or modify the filter options for requests from HTTP clients (user agents).
The options in the Request Filtering section are as follows:

Ignore Requests Smaller Than Specifies the minimum body size of HTTP
requests to inspect. (The default is 4096
bytes.) For example, search-strings typed
in to search engines such as Yahoo or
Google are usually short. By adjusting this
value, you can exclude those searches
from inspection.

Ignore Requests without Attachments Causes the server to inspect only the
requests that contain attachments. This
option can be useful if you are mainly
concerned with requests intended to post
sensitive files.

Ignore Requests to Hosts or Domains Causes the server to ignore requests to
the hosts or domains you specify. This
option can be useful if you expect a lot of
HTTP traffic between the domains of your
corporate headquarters and branch offices.
You can type one or more host or domain
names (for example, www.company.com),
each on its own line.

Ignore Requests from User Agents Causes the server to ignore requests from
user agents (HTTP clients) you specify.
This option can be useful if your
organization uses a program or language
(such as Java) that makes frequent HTTP
requests. You can type one or more user
agent values, each on its own line.
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in the Response Filtering section are as follows:

Ignore Responses Smaller Than

Inspect Content Type

Ignore Responses from Hosts or
Domains

Ignore Responses to User Agents

Specifies the minimum size of the body of
HTTP responses that are inspected by this
server. (Default is 4096 bytes.)

Specifies the MIME content types that
Symantec Data Loss Prevention should
monitor in responses. By default, this field
contains content-type values for Microsoft
Office, PDF, and plain text formats. To add
others, type one MIME content type per
line. For example, type
application/word2013 to have
Symantec Data Loss Prevention analyze
Microsoft Word 2013 files.

Note that it is generally more efficient to
specify MIME content types at the Web
proxy level.

Causes the server to ignore responses
from the hosts or domains you specify. You
can type one or more host or domain
names (for example, www.company.com),
each on its own line.

Causes the server to ignore responses to
user agents (HTTP clients) you specify.
You can type one or more user agent
values, each on its own line.
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4 Verify or modify settings for the ICAP connection between the HTTP proxy
server and the Web Prevent Server. The Connection options are as follows:

TCP Port Specifies the TCP port number over which
this server listens for ICAP requests. This
number must match the value that is
configured on the HTTP proxy that sends
ICAP requests to this server. The
recommended value is 1344.

Maximum Number of Requests Specifies the maximum number of
simultaneous ICAP request connections
from the HTTP proxy or proxies. The
default is 25.

Maximum Number of Responses Specifies the maximum number of
simultaneous ICAP response connections
from the HTTP proxy or proxies. The
default is 25.

Connection Backlog Specifies the number of waiting
connections allowed. A waiting connection
is a user waiting for an HTTP response
from the browser. The minimum value is
1. If the HTTP proxy gets too many
requests (or responses), the proxy handles
them according to your proxy configuration.
You can configure the HTTP proxy to block
any requests (or responses) greater than
this number.

5 Inthe Mobile IP Ranges fields, enter the range of IP addresses that your VPN
server is configured to assign to mobile devices. The IP addresses are used
to identify the incidents that were triggered from mobile devices as Mobile
incidents.

The IP addresses you enter into this range do not dynamically affect the VPN
Server. This range is only to identify your mobile devices in the administration
console. You must enter the exact same range of IP addresses when you
configure the VPN Server to assign the addresses.

Configuring the channel for Network Prevent for Email

Network Prevent for Email uses the Inline SMTP channel. The Inline SMTP
configuration tab is divided into three sections: Maximum number of connections,
Security Configuration, and Next Hop Configuration.
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To configure the Inline SMTP tab

1

Verify or change the Trial Mode setting. Trial Mode lets you test prevention
without blocking requests in real time. If you select Trial Mode, Symantec Data
Loss Prevention detects incidents and indicates that it has blocked an email
message, but it does not block the message.

Verify or modify the Maximum number of connections. By default, the
maximum number of connections is 12.

218



Installing and managing detection servers and cloud detectors | 219
Server configuration—basic

3 If you use TLS authentication in a forwarding mode configuration, enter the
correct password for the keystore file in the Keystore Password field of the
Security Configuration section.
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In the Next Hop Configuration section, configure reflecting mode or forwarding
mode by modifying the following fields:

Field Description

Next Hop Configuration Select Reflect to operate Network Prevent
for Email Server in reflecting mode. Select
Forward to operate in forwarding mode.

Note: If you select Forward you must also
select Enable MX Lookup or Disable MX
Lookup to configure the method used to
determine the next-hop MTA.

Enable MX Lookup This option applies only to forwarding mode
configurations.

Select Enable MX Lookup to perform a
DNS query on a domain name to obtain
the mail exchange (MX) records for the
server. Network Prevent for Email Server
uses the returned MX records to select the
address of the next hop mail server.

If you select Enable MX Lookup, also add
one or more domain names in the Enter
Domains text box. For example:

companyname .com

Network Prevent for Email Server performs
MX record queries for the domain names
that you specify.

Note: You must include at least one valid
entry in the Enter Domains text box to
successfully configure forwarding mode
behavior.
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Field Description
Disable MX Lookup This field applies only to forwarding mode
configurations.

Select Disable MX Lookup if you want to
specify the exact hostname or IP address
of one or more next-hop MTAs. Network
Prevent for Email Server uses the
hostnames or addresses that you specify
and does not perform an MX record lookup.

If you select Disable MX Lookup, also add
one or more hostnames or IP addresses
for next-hop MTAs in the Enter
Hostnames text box. You can specify
multiple entries by placing each entry on
a separate line. For example:

smtpl.companyname.com
smtp2.companyname.com
smtp3.companyname.com

Network Prevent for Email Server always
tries to proxy to the first MTA that you
specify in the list. If that MTA is not
available, Network Prevent for Email
Server tries the next available entry in the
list.

Note: You must include at least one valid
entry in the Enter Hostnames text box to
successfully configure forwarding mode
behavior.

Configuring the channel for Endpoint

Endpoint uses the Endpoint channel. You can configure the Endpoint channel on
the Agent tab.
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To configure the Agent tab
¢ Configure the Agent Listener fields:

Field Description

Bind address Enter the IP address on which the Endpoint Server listens for
communications from the Symantec DLP Agents. The default IP
address is 0.0.0.0 which allows the Endpoint Server to listen on
all host IP addresses.

Port Enter the port over which the Endpoint Server listens for
communications from the Symantec DLP Agents.

Configuring Advanced Server Settings for the Single Tier
Monitor

Because the Single Tier Monitor runs multiple channels on the same detection
server, you must modify some Advanced Server Settings to get the best performance
from your system.

To modify the Advanced Server Settings on your Single Tier Monitor
1 Log on to the Enforce Server as Administrator.
2 Goto System > Servers and Detectors > Overview.
The Overview page appears.
3 Click the Single Tier Monitor detection server row.
The Server/Detector Detail page appears.
4 Click Server Settings.
The Server/Detector Detail - Advanced Settings page appears.

5 Modify the following settings:

Setting Value
MessageChain.NumChains 32
MessageChain.CacheSize 32

PacketCapture. NUMBER_BUFFER_POOL_PACKETS 1,200,000

PacketCapture. NUMBER_SMALL_POOL_PACKETS 1,000,000

6 Click Save.

See “About Symantec Data Loss Prevention administration” on page 66.
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See “About the System Overview screen” on page 230.
See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

See “Advanced server settings” on page 236.

See the Symantec Data Loss Prevention online Help for information about Advanced
Server settings.

Classification Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen
(System > Servers and Detectors > Overview) and click the name of the server
in the list. The Server/Detector Detail screen for that server appears. Click
Configure to display the Configure Server screen.

The Configure Server screen for a Classification Server is divided into two sections:

= General section. This section specifies the server name, host, and port that is
used for communicating with the Enforce Server.
See “Server configuration—basic” on page 201.

» Classification section. This section specifies the connection properties that the
Data Classification for Enterprise Vault filter uses to communicate with the
Classification Server.

Use the fields of the Classification section to configure connection properties for
the server:

Maximum number of sessions Enter the maximum number of concurrent
sessions that the Classification Server can
accept from Data Classification for Enterprise
Vault filters. The default is 12. The maximum
number of sessions that a Classification
Server can support depends on the CPU and
memory available to the server. See the
Symantec Enterprise Vault Data Classification
Services Implementation Guide for more
information.



Installing and managing detection servers and cloud detectors
Editing a detector

Session Timeout (in milliseconds) Enter the maximum number of milliseconds
that a Data Classification for Enterprise Vault
filter can remain idle before the Classification
Server terminates the session. The default
value is 30000 milliseconds.

Classification Service Port Specify the port number on which the
Classification Server accepts connections
from Data Classification for Enterprise Vault
filters. The default port is 10080.

Note: The Classification Server is used only with the Symantec Enterprise Vault
Data Classification solution, which is licensed separately from Symantec Data Loss
Prevention. You must configure the Enterprise Vault Data Classification Services
filter and Classification Server to communicate with one another. See the Symantec
Enterprise Vault Data Classification Services Implementation Guide for more
information.

Editing a detector

Server and

You can change the name of your detector on the Server/Detector Detail screen.
Editing the name of a detector

1 Go to System > Servers and Detectors > Overview and click on the name
of the detector.

The Server/Detector Detail screen appears.
2 Click Edit.
The Edit Detector page appears.
Enter a new name for the detector in the Detector Name field.
Click Save.

detector configuration—advanced

Symantec Data Loss Prevention provides advanced server and detector
configuration settings for each detection server or detector in your system.

Note: Check with Symantec Support before changing any advanced settings. If you
make a mistake when changing advanced settings, you can severely degrade
performance or even disable the server entirely.
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To change an advanced configuration setting for a detection server or detector

1

Go to System > Servers and Detectors > Overview and click on the name
of the detection server.

That server's Server/Detector Detail screen appears.
Click Server Settings or Detector Settings, as appropriate.
The Server/Detector Detail - Advanced Settings screen appears.

See Symantec Data Loss Prevention online Help for information about advanced
server configuration.

See “Advanced server settings” on page 236.
With the guidance of Symantec Support, modify the appropriate setting(s).
Click Save.

Changes to settings on this screen normally do not take effect until you restart
the server.

See “Server configuration—basic” on page 201.

Adding a detection server

Add the detection servers that you want to your Symantec Data Loss Prevention
system from the System > Servers and Detectors > Overview screen.

You can add the following types of servers:

Network Monitor Server, which monitors network traffic.

Network Discover/Cloud Storage Discover Server, which inspects stored data
for policy violations.

Network Prevent for Email Server, which prevents SMTP violations.

Cloud Prevent for Email Server, which prevents Microsoft Office 365 Exchange
traffic violations.

Network Prevent for Web Server, which prevents ICAP proxy server violations
such as FTP, HTTP, and HTTPS.

Mobile Prevent for Web Server, which monitors and prevents HTTPS, HTTPS,
and FTP violations over mobile devices using a VPN.

Endpoint Prevent, which controls Symantec DLP Agents that monitor and scan
endpoints.
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Classification Server, which analyzes emails sent from a Symantec Enterprise
Vault filter and provides a classification result that Enterprise Vault can use to
perform tagging, archival, and deletion as necessary

Mobile Email Monitor Server, which monitors corporate emails sent through
Microsoft Exchange ActiveSync and downloaded to mobile devices.

Single-Tier Server: By selecting the Single-Tier Server option, the detection
servers that you have licensed are installed on the same host as the Enforce
Server. The single-tier server performs detection for the following products (you
must have a license for each): Network Monitor, Network Discover, Network
Prevent for Email, Network Prevent for Web, and Endpoint Prevent.

To add a detection server

1

Go to the System Overview screen (System > Servers and Detectors >
Overview).

See “About the System Overview screen” on page 230.

Click Add Server.

The Add Server screen appears.

Select the type of server you want to install and click Next.

The Configure Server screen for that detection server appears.

To perform the basic server configuration, use the Configure Server screen,
then click Save when you are finished.

See “Network Monitor Server—basic configuration” on page 202.
See “Network Prevent for Email Server—basic configuration” on page 204.

See Symantec Data Loss Prevention Cloud Prevent for Microsoft Office 365
Implementation Guide for more details.

See “Network Prevent for Web Server—basic configuration” on page 208.

See “Network Discover/Cloud Storage Discover Server and Network
Protect—basic configuration” on page 211.

See “Adding and configuring the Mobile Email Monitor Server ” on page 1938.
See “Endpoint Server—basic configuration” on page 212.

See “Classification Server—basic configuration” on page 223.

See “Single Tier Monitor — Basic configuration” on page 213.

To return to the System Overview screen, click Done.

Your new server is displayed in the Servers and Detectors list with a status
of Unknown.
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6 Click on the server to display its Server/Detector Detail screen.
See “Server/Detector Detail screen” on page 234.
Click [Recycle] to restart the server.
Click Done to return to the System Overview screen.
When the server is finished restarting, its status displays Running.

9 If necessary, click Server Settings on the Server/Detector Detail screen to
perform Advanced Server configuration.

See “Advanced server settings” on page 236.

See Symantec Data Loss Prevention online Help for information about
Advanced Server configuration.

See “Server configuration—basic” on page 201.

Adding a cloud detector

A cloud detector is a Symantec Data Loss Prevention detection service deployed
in the Symantec Cloud. After Symantec has set up your detection service in the
cloud, Symantec sends you an enroliment bundle. This bundle contains the
information that you need to set up the connection from your on-premises Enforce
Server to the detection service in the Symantec Cloud.

The enrollment bundle is a ZIP archive. For security reasons, you should save the
unextracted ZIP file to a location that is not accessible by others users. For example,
on a Microsoft Windows system, save the bundle to a folder such as:

c:\Users\username\downloads

On a Linux system, save the bundle to a directory such as:

/home/username/

See the documentation for your cloud detector for more detailed information about
the enrollment process.

After you have saved the enroliment bundle, register your cloud detector to enable
communication between it and your on-premises Enforce Server.

To register a cloud detector
1 Log on to the Enforce Server as Administrator.
2 Navigate to System > Servers and Detectors > Overview.

The Overview page appears.
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3 Click Add Cloud Detector.
The Add Cloud Detector page appears.
4 Click Browse in the Enrollment Bundle File field.

Locate your saved enroliment bundle file, then enter a name in the Detector
Name field.

6 Click Enroll Detector.
The Server/Detector Detail screen appears.

7 If necessary, click Detector Settings on the Server/Detector Detail screen
to perform advanced detector configuration.

See “Advanced detector settings” on page 278.
8 Click Done.

It may take several minutes for the Enforce Server administration console to show
that the cloud detector is running. To verify that the detector was added, check the
System > Servers and Detectors > Overview page. The detector should appear
in the Servers and Detectors list with the Connected status.

Removing a server

See the appropriate Symantec Data Loss Prevention Installation Guide for
information about uninstalling Symantec Data Loss Prevention from a server.

An Enforce Server administration console lists the detection servers registered with
it on the System > Servers and Detectors > Overview screen. If Symantec Data
Loss Prevention is uninstalled from a detection server, or that server is stopped or
disconnected from the network, its status is shown as Unknown on the console.

A detection server can be removed (de-registered) from an Enforce Server
administration console. When a detection server is removed from an Enforce Server,
its Symantec Data Loss Prevention services continue to operate. This means that
even though a detection server is de-registered from Enforce, it continues to function
unless some action is taken to halt it. In other words, even though it is removed
from an Enforce Server administration console, a detection server continues to
operate. Incidents it detects are stored on the detection server. If a detection server
is re-registered with an Enforce Server, incidents detected and stored are then
forwarded to Enforce.
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To remove (de-register) a detection server from Enforce
1 Go to System > Servers and Detectors > Overview.
See “About the System Overview screen” on page 230.

2 Inthe Servers and Detectors section of the screen, click the red X on a server's
status line to remove it from this Enforce Server administration console.

See “Server controls” on page 199.
3 Click OK to confirm.

The server's status line is removed from the System Overview list.

Importing SSL certificates to Enforce or Discover
servers

You can import SSL certificates to the Java trusted keystore on the Enforce or
Discover servers. The SSL certificate can be self-signed (server) or issued by a
well-known certificate authority (CA).

You may need to import an SSL certificate to make secure connections to external
servers such as Active Directory (AD). If a recognized authority has signed the
certificate of the external server, the certificate is automatically added to the Enforce
Server. If the server certificate is self-signed, you must manually import it to the the
Enforce or Discover Servers.

Table 11-3 Importing an SSL certificate to Enforce or Discover

Step | Description

1 Copy the certificate file you want to import to the Enforce Server or Discover Server
computer.
2 Change directory to c: \SymantecDLP\ jre\bin on the Enforce Server or Discover

Server computer.

3 Execute the keytool utility with the —~importcert option to import the public key
certificate to the Enforce Server or Discover Server keystore:

keytool -importcert -alias new endpointgroup alias
-keystore ..\lib\security\cacerts -file my-domaincontroller.crt

In this example command, new_endpointgroup_alias is a new alias to assign to the
imported certificate and my-domaincontroler.crt is the path to your certificate.
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Table 11-3 Importing an SSL certificate to Enforce or Discover (continued)

Step

Description

4

When you are prompted, enter the password for the keystore.

By default, the password is changeit. If you want you can change the password
when prompted.

To change the password, use: keytool -storepassword -alias

new_endpointgroup alias -keystore ..\lib\security\cacerts

Answer Yes when you are asked if you trust this certificate.

Restart the Enforce Server or Discover Server.

See “Configuring directory server connections” on page 140.

About the System Overview screen

The System Overview screen is reached by System > Servers and Detectors >
Overview. This screen provides a quick snapshot of system status. It lists
information about the Enforce Server, and each registered detection server.

The System Overview screen provides the following features:

= The Add Server button is used to register a detection server. When this screen
is first viewed after installation, only the Enforce Server is listed. You must
register your various detection servers with the Add Server button. After you
register detection servers, they are listed in the Servers and Detectors section
of the screen.
See “Adding a detection server” on page 225.

= The Add Cloud Detector button is used to register a cloud detector. When this
screen is first viewed after installation, only the Enforce Server is listed. You
must register your cloud detectors with the Add Cloud Detector button. After
you register cloud detectors, they are listed in the Servers and Detectors
section of the screen.
See “Adding a cloud detector” on page 227.

= The Upgrade button is for upgrading Symantec Data Loss Prevention to a
newer version.
See “About system upgrades” on page 195.
See also the appropriate Symantec Data Loss Prevention Upgrade Guide.

» The Servers and Detectors section of the screen displays summary information

about each server or detector's status. It can also be use to remove (de-register)
a server or detector.
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See “Server and detector status overview” on page 232.

The Recent Error and Warning Events section shows the last five events of
error or warning severity for any of the servers listed in the Servers and
Detectors section.

See “Recent error and warning events list” on page 234.

The License section of the screen lists the Symantec Data Loss Prevention
individual products that you are licensed to use.

See “Server configuration—basic” on page 201.

See “About Symantec Data Loss Prevention administration” on page 66.

Configuring the Enforce Server to use a proxy to
connect to cloud services

To configure the Enforce Server to use a proxy to connect to cloud services, you
must set up your proxy according to the proxy manufacturer's instructions. Then
you configure the Enforce Server to support the use of the proxy. After setting up
your proxy, use these instructions to complete the setup.

To configure the Enforce Server to use a proxy to connect to a cloud service

1

Go to System > Settings > General and click Configure. The Edit General
Settings screen is displayed.

In the Enforce to Cloud Proxy section, select one of the following proxy
categories:

= No proxy, or transparent proxy, or

= Manual proxy

If you choose Manual proxy, fields for a URL, Port, and Proxy is
Authenticated appear.

» Enter the the HTTP Proxy URL for the cloud service that you obtained from
Symantec.

= Enter a port number.

If you are using an authenticated proxy, also enter
= auserlD

= apassword

Click Save.

Restart the Vontu Monitor Controller.
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Server and detector status overview

The Servers and Detectors section of the System Overview screen is reached
by System > Servers and Detectors > Overview. This section of the screen
provides a quick overview of system status.

Table 11-4 Server and detector statuses

Icon Status

Description

Starting

—

The server is starting up.

" Running

The server is running normally without errors.

Running Selected

¥

Some Symantec Data Loss Prevention processes on the
server are stopped or have errors. To see the statuses of
individual processes, you must first enable Advanced
Process Control on the System Settings screen.

See “Enabling Advanced Process Control” on page 198.

Stopping

[

The server is in the process of stopping Symantec Data Loss
Prevention services.

See “About Symantec Data Loss Prevention services”
on page 87.

Stopped

All Symantec Data Loss Prevention processes are stopped.

Unknown

=

The server is experiencing one of the following errors:

= The Enforce Server is not reachable from server.

= Symantec Data Loss Prevention is not installed on the
server.

= Alicense key has not been configured for the Enforce
Server.

s There is problem with Symantec Data Loss Prevention
account permissions in Windows.

For each server, the following additional information appears. You can also click
on any server name to display the Server/Detector Detail screen for that server.
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Table 11-5 Server and detector status additional information

Column name

Description

Messages (Last 10 sec)

The number of messages processed in the last 10 seconds

Messages (Today)

The number of messages processed since 12 am today

Incidents (Today)

The number of incidents processed since 12 am today

For Endpoint Servers, the Messages and Incidents are not
aligned. This is because messages are being processed at
the Endpoint and not the Endpoint Server. However, the
incident count still increases.

Incident Queue

For the Enforce Server, this is the number of incidents that
are in the database, but do not yet have an assigned status.
This number is updated whenever this screen is generated.

For the other types of servers, this is the number of incidents
that have not yet been written to the Enforce Server. This
number is updated approximately every 30 seconds. If the
server is shut down, this number is the last number updated
by the server. Presumably the incidents are still in the
incidents folder.

Message Wait Time

The amount of time it takes to process a message after it
enters the system. This data applies to the last message
processed. If the server that processed the last message is
disconnected, this is N/A.

To see details about a server or detector

¢ Click on any server name to see additional details regarding that server.

See “Server/Detector Detail screen” on page 234.

To remove a server or detector from an Enforce Server

¢ Click the red X for that server, and then confirm your decision.

Note: Removing (de-registering) a server only disconnects it from this Enforce
Server, it does not stop the detection server from operating.

See “Removing a server” on page 228.
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Recent error and warning events list

The Recent Error and Warning Events section of the System > Servers and
Detectors > Overview screen shows the last five events of either error or warning
severity for any of the servers listed in the Servers and Detectors section.

Table 11-6 Recent error and warning events information
Column name Description
Type A
The yellow triangle indicates a warning, the red octagon indicates an
error.
Time The date and time when the event occurred.
Server The name of the server on which the event occurred.
Host The IP address or name of the machine where the server resides. The
server and host names may be the same.
Code The system event code. The Messagecolumn provides the code text.
Event lists can be filtered by code number.
Message A summary of the error or warning message that is associated with this

event code.

= To display a list of all error and warning events, click Show all.

= Todisplay the Event Detail screen for additional information about that particular
event, click an event.

See “About the System Overview screen” on page 230.

See “System events reports” on page 149.

See “Server and Detectors event detail” on page 153.

Server/Detector Detail screen

The Server/Detector Detail screen provides detailed information about a single
selected server. The Server/Detector Detail screen is also used to control and

configure a server.
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To display the Server/Detector Detail screen for a particular server or detector

1 Navigate to the System > Servers and Detectors > Overview screen.

2 Click the detection server or detector name in the Servers and Detectors list.

See “About the System Overview screen” on page 230.

The Server/Detector Detail screen is divided into sections. The sections listed
below display all server types. The system displays sections based on the type of

detection server.

Table 11-7

Server Detail screen display information

Server Detail
display sections

Description

General

The General section identifies the server, displays system status and
statistics, and provides controls for starting and stopping the server
and its processes.

See “Server controls” on page 199.

Configuration

The Configuration section displays the Channels, Policy Groups,
Agent Configuration, User Device, and Configuration Status for the
detection server.

All Agents

The All Agents section displays a summary of all agents that are
assigned to the Endpoint Server.

Click the number next to an agent status to view agent details on the
System > Agents > Overview > Summary Reports screen.

Note: The system only displays the Agent Summary section for an
Endpoint Server.

Recent Error and
Warning Events

The Recent Error and Warning Events section displays the five
most recent Warning or Severe events that have occurred on this
server.

Click on an event to show event details. Click show all to display all
error and warning events.

See “About system events” on page 148.

All Recent Events

The All Recent Events section displays all events of all severities
that have occurred on this server during the past 24 hours.

Click on an event to show event details. Click show all to display all
detection server events.




Installing and managing detection servers and cloud detectors | 236
Advanced server settings

Table 11-7 Server Detail screen display information (continued)

Server Detail Description
display sections

Deployed Data The Deployed Data Profile section lists any Exact Data or Document
Profiles Profiles you have deployed to the detection server. The system
displays the version of the index in the profile.

See “Data Profiles” on page 329.

See “About the System Overview screen” on page 230.
See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

See “System events reports” on page 149.

See “Server and Detectors event detail” on page 153.

Advanced server settings

Click Server Settings on the detection server's System > Servers and Detectors
> Overview > Server/Detector Detail screen to modify the settings on that server.

Use caution when modifying these settings on a server. Contact Symantec Support
before changing any of the settings on this screen. Changes to these settings
normally do not take effect until after the server has been restarted.

You cannot change settings for the Enforce Server from the Server/Detector Detail
screen. The Server/Detector Detail - Advanced Settings screen only displays
for detection servers and detectors.

Note: If you change advanced server settings to Endpoint Servers in a load-balanced
environment, you must apply the same changes to all Endpoint Servers in the
load-balanced environment.
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Table 11-8 Detection server advanced settings
Setting Default Description
BoxMonitor.Channels Varies The values are case-sensitive and

comma-separated if multiple.

Although any mix of them can be
configured, the following are the
officially supported configurations:

= Network Monitor Server: Packet
Capture, Copy Rule

s Discover Server: Network
Discover and Cloud Storage
Discover

= Endpoint Server: Endpoint

s Network Prevent for Email: Inline
SMTP

s Network Prevent for Web: ICAP

= Mobile Email Monitor: ICAP

n Classification Server:
Classification

BoxMonitor.DetectionServerDatabase

on

Enables the BoxMonitor process to
start the Automated Incident
Remediation Tracking database on
the Detection Server. If you set this
to of £, you must start the
remediation tracking database
manually.

BoxMonitor.DetectionServerDatabaseMemory

-Xrs -Xms300M
-Xmx1024M

Any combination of JVM memory
flags can be used.

BoxMonitor.DiskUsageError

90

The amount of disk space filled (as
a percentage) that will trigger a
severe system event. For instance,
if Symantec Data Loss Prevention
is installed on the C drive and this
value is 90, then the detection
server creates a severe system
event when the C drive usage is
above 90%.
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Detection server advanced settings (continued)

Setting

Default

Description

BoxMonitor.DiskUsageWarning

80

The amount of disk space filled (as
a percentage) that will trigger a
warning system event. For instance,
if Symantec Data Loss Prevention
is installed on the C drive and this
value is 80, then the detection
server generates a warning system
event when the C drive usage is
above 80%.

BoxMonitor.EndpointServer

on

Enables the Endpoint Server.

BoxMonitor.EndpointServerMemory

Any combination of JVM memory
flags can be used. For example:
-Xrs -Xms300m -Xmx1024m.

BoxMonitor.FileReader

on

If off, the BoxMonitor cannot start
the FileReader, although it can still
be started manually.

BoxMonitor.FileReaderMemory

-Xrs -Xms1200M

FileReader JVM command-line

-Xmx4G arguments.
-XX:PermSize=128M
-XX:MaxPermSize
=256M
BoxMonitor.HeartbeatGapBeforeRestart 960000 The time interval (in milliseconds)
that the BoxMonitor waits for a
monitor process (for example,
FileReader, IncidentWriter) to report
the heartbeat. If the heartbeat is not
received within this time interval the
BoxMonitor restarts the process.
BoxMonitor.IncidentWriter on If off, the BoxMonitor cannot start

the IncidentWriter in the two-tier
mode, although it can still be started
manually. This setting has no effect
in the single-tier mode.

BoxMonitor.IncidentWriterMemory

IncidentWriter JVM command-line
arguments. For example: -Xrs

BoxMonitor.InitialRestartWaitTime

5000
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Setting

Default

Description

BoxMonitor.MaxRestartCount

3

The number of times that a process
can be restarted in one hour before
generating a SEVERE system
event.

BoxMonitor.MaxRestartCountDuringStartup

The maximum times that the
monitor server will attempt to restart
on its own.

BoxMonitor.PacketCapture

on

If off, the BoxMonitor cannot start
PacketCapture, although it can still
be started manually. The
PacketCapture channel must be
enabled for this setting to work.

BoxMonitor.PacketCaptureDirectives

PacketCapture command line
parameters (in Java). For example:
-Xrs

BoxMonitor.ProcessLaunchTimeout

30000

The time interval (in milliseconds)
for a monitor process (e.g.
FileReader) to start.

BoxMonitor.ProcessShutdownTimeout

45000

The time interval (in milliseconds)
allotted to each monitor process to
shut down gracefully. If the process
is still running after this time the
BoxMonitor attempts to kill the
process.

BoxMonitor.RequestProcessor

on

If off, the BoxMonitor cannot start
the RequestProcessor; although, it
can still be started manually. The
Inline SMTP channel must be
enabled for this setting to work.

BoxMonitor.RequestProcessorMemory

Any combination of JVM memory
flags can be used. For example:
-Xrs -Xms300M -Xmx1300M

BoxMonitor.RmiConnectionTimeout

15000

The time interval (in milliseconds)
allowed to establish connection to
the RMI object.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
BoxMonitor.RmiRegistryPort 37329 The TCP port on which the

BoxMonitor starts the RMI registry.

BoxMonitor.StatisticsUpdatePeriod 10000 The monitor statistics are updated
after this time interval (in
milliseconds).

Classification.BindAddress 0.0.0.0 The IP address on which the
Classification Server accepts
messages for detection. By default,
the Classification Server listens on
all interfaces (0.0.0.0). If you have
a multi-homed server computer and
you want to limit classification
requests to a specific network
interface, enter the IP address of
that interface in this field.

Classification.MaxMemory 120M The maximum amount of memory
that the Classification Server
allocates. After this limit is reached,
any additional requests to classify
Exchange messages are spooled
to disk until memory is freed.

Classification.SessionReaplnterval 20000 The time interval (in milliseconds)
after which the Classification Server
purges stale sessions.

Classification.WebserviceLogRetentionDays 7 The number of days to retain the
Classification Server web service
request log. These log files are
stored in
c:\SymantecDLP\Protect\logs\jetty
(Windows) or
/var/log/SymantecDLP/logs/jetty
(Linux).

ContentExtraction.DefaultCharsetForSubFileName N/A Defines the default character set
that is used in decoding the
sub-filename if the charset
conversion fails.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
ContentExtraction.EnableMetaData off Allows detection on file metadata.

If the setting is turned on, you can
detect metadata for Microsoft Office
and PDF files. For Microsoft Office
files, OLE metadata is supported,
which includes the fields Title,
Subject, Author, and Keywords. For
PDF files, only Document
Information Dictionary metadata is
supported, which includes fields
such as Author, Title, Subject,
Creation, and Update dates.
Extensible Metadata Platform
(XMP) content is not detected. Note
that enabling this metadata
detection option can cause false
positives.
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Setting

Default

Description

ContentExtraction.ImageExtractorEnabled

1

Allows you to adjust or turn off
content extraction for Form
Recognition.

The default setting, 1, loads the
Image Extractor plug-in on demand.
If one or more Form Recognition
rules are used, the Dynamic Image
Extractor plug-in automatically loads
on the detection server when
corresponding policy updates are
received. When Form Recognition
rules are deleted or disabled, the
plug-in automatically unloads. This
option prevents the Dynamic Image
Extractor plug-in from running if
Form Recognition is not being used.

Enter O to disable the Image
Extractor plug-in. This setting
prevents Form Recognition from
extracting images, effectively
disabling the feature.

Enter 2 if you want the Image
Extractor plug-in load when the
content extraction service launches
after the detection server starts up.
The plugin continues to run
regardless of whether form
Recognition policies have been
configured or not.

ContentExtraction.LongContentSize

™

If the message component exceeds
this size (in bytes) then the
ContentExtraction.LongTimeout is
used instead of
ContentExtraction.ShortTimeout.
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Setting

Default

Description

ContentExtraction.LongTimeout

Varies

The default value for this setting
varies depending on detection
server type (60,000 or 120,000).

The time interval (in milliseconds)
given to the ContentExtractor to
process a document larger than
ContentExtraction.LongContentSize.
If the document cannot be
processed within the specified time
it's reported as unprocessed. This
value should be greater than
ContentExtraction.ShortTimeout
and less than
ContentExtraction.Runaway Timeout.

ContentExtraction.MarkupAsText

off

Bypasses Content Extraction for
files that are determined to be XML
or HTML. This should be used in
cases such as web pages
containing data in the header block
or script blocks. Default is off.

ContentExtraction.MaxContentSize

30M

The maximum size (in MB) of the
document that can be processed by
the ContentExtractor.

ContentExtraction.MaxNumImagesToExtract

10

The maximum number of images to
extract from PDF files and
multi-page TIFF documents.

ContentExtraction.RunawayTimeout

300,000

The time interval (in milliseconds)
given to the ContentExtractor to
finish processing of any document.
If the ContentExtractor does not
finish processing some document
within this time it will be considered
unstable and it will be restarted.
This value should be significantly
greater than
ContentExtraction.LongTimeout.
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Setting

Default

Description

ContentExtraction.ShortTimeout

30,000

The time interval (in milliseconds)
given to the ContentExtractor to
process a document smaller than
ContentExtraction.LongContentSize.
If the document cannot be
processed within the specified time
it is reported as unprocessed. This
value should be less than
ContentExtraction.LongTimeout.

ContentExtraction.TrackedChanges

off

Allows detection of content that has
changed over time (Track Changes
content) in Microsoft Office
documents.

Note: Using the foregoing option
might reduce the accuracy rate for
IDM and data identifiers. The default
is set to off (disallow).

To index content that has changed
over time, set

ContentExtraction. TrackedChanges=on
in file
\Protect\config\Indexer.properties.
The default and recommended
setting is off.
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Detection server advanced settings (continued)

Setting

Default

Description

DDM.MaxBinMatchSize

30,000,000

The maximum size (in bytes) used
to generate the MD5 hash for an
exact binary match in an IDM. This
setting should not be changed. The
following conditions must be
matched for IDM to work correctly:

= This setting must be exactly
identical to the
max_bin_match_size setting on
the Enforce Server in file
indexer.properties.

s This setting must be smaller or
equal to the
FileReader.FileMaxSize value.

» This setting must be smaller or
equal to the
ContentExtraction.MaxContentSize
value on the Enforce Server in
file indexer.properties.

Note: Changing the first or third
item in the list requires re-indexing
all IDM files.

DDM.UseJavaMD5

false

Setting this flag to true makes the
indexer/detection use the default
Java MD5. False uses a faster MD5
library. In general, this setting
should not be changed. If it is it
must match the setting in the
Indexer.properties file.

Detection.EncodingGuessingDefaultEncoding

1SO-8859-1

Specifies the backup encoding
assumed for a byte stream.

Detection.EncodingGuessingEnabled

on

Designates whether the encoding
of unknown byte streams should be
guessed.

Detection.EncodingGuessingMinimumConfidence 50

Specifies the confidence level
required for guessing the encoding
of unknown byte streams.




Table 11-8

Installing and managing detection servers and cloud detectors

Advanced server settings

Detection server advanced settings (continued)

Setting

Default

Description

Detection.MessageTimeout ReportintervallnSeconds

3600

Number of seconds between each
System Event published to display
the number of messages that have
timed out recently. These System
Events are scheduled to be
published at a fixed rate, but will be
skipped if no messages have timed
out in that period.

DI.MaxViolations

100

Specifies the maximum number of
violations allowed with data
identifiers.

Discover.CountAllFilteredltems

false

Provides more accurate scan
statistics by counting the items in
folders skipped because of filtering.
To count all items, set this setting
to true.

Discover.Exchange.FollowRedirects

true

Specifies whether to follow
redirects. Symantec Data Loss
Prevention follows redirects only
from the public root folder.

Discover.Exchange.ScanHiddenltems

false

Scan hidden items in Exchange
repositories, when set to true.

Discover.Exchange.UseSecureHttpConnections

true

Specifies whether connections to
Exchange repositories and Active
Directory are secure when using the
Exchange Web Services crawler.

Discover.lgnorePstMessageClasses

IPM.Appointment,
IPM.Contact,
IPM.Task,
REPORT.IPM.Note.DR,

REPORT. IPM.Note. TPNRN.

This setting specifies a
comma-separated list of .pst
message classes. All items in a
.pst file that have a message class
in the list will be ignored (no attempt
will be made to extract the .pst
item). This setting is case-sensitive.
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Setting

Default

Description

Discover.IncludePstMessageClasses

IPM.Note

This setting specifies a
comma-separated list of .pst
message classes. All items in a
.pst file that have a message class
in the list will be included.

When both the include setting and
the ignore setting are defined,
Discover.IncludePstMessageClasses
takes precedence.

Discover.Pollinterval

10000

Specifies the time interval (in
milliseconds) at which Enforce
retrieves data from the Discover
monitor while scanning.

Discover.Sharepoint.FetchACL

true

Turns off ACL fetching for integrated
SharePoint scans. The default value
is true (on).

Discover.Sharepoint.SocketTimeout

60000

Sets the timeout value of the socket
connection (in milliseconds)
between the Network Discover
server and the SharePoint target.
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Setting

Default

Description

Discover.ValidateSSL Certificates

false

Set to true to enable validation of
the SSL certificates for the HTTPS
connections for SharePoint and
Exchange targets. When validation
is enabled, scanning SharePoint or
Exchange servers using self-signed
or untrusted certificates fails. If the
SharePoint web application or
Exchange server is signed by a
certificate issued by a certificate
authority (CA), then the server
certificate or the server CA
certificate must reside in the Java
trusted keystore used by the
Discover Server. If the certificate is
not in the keystore, you must import
it manually using the keytool
utility.

See “Importing SSL certificates to
Enforce or Discover servers”
on page 229.

EDM.HighlightAllMatchesInProximity

false

If false (default), the system
highlights the minimum number of
matches, starting from the leftmost.
For example, if the EDM policy is
configured to match 3 out of 8
column fields in the index, only the
first 3 matches are highlighted in the
incident snapshot.

If true, the system highlights all
matches occurring in the proximity
window, including duplicates. For
example, if the policy is configured
to match 3 of 8 and there are 7
matches occurring within the
proximity window, the system
highlights all 7 matches in the
incident snapshot.
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Setting

Default

Description

EDM.MatchCountVariant

3

Specifies how matches are counted.

s 1 - Counts the total number of
token sets matched.

» 2 - Counts the number of unique
token sets matched.

= 3 - Counts the number of unique
super sets of token sets.
(default)

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

EDM.MaximumNumberOfMatchesToReturn

100

Defines a top limit on the number of
matches returned from each RAM
index search.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

EDM.RunProximityLogic

true

If true, runs the token proximity
check.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

EDM.SimpleTextProximityRadius

35

Number of tokens that are
evaluated together when the
proximity check is enabled.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

EDM.TokenVerifierEnabled

false

If enabled (true), the server
validates tokens for Chinese,
Japanese, and Korean (CJK)
keywords.

Default is disabled (false).
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Setting

Default

Description

EndpointCommunications.
AllIConninboundDataThrottleinKBPS

0

If enabled, limits the transfer rate of
all inbound traffic in kilobits per
second.

Default is disabled.

Changes to this setting apply to all
new connections. Changes do not
affect existing connections.

EndpointCommunications.
AlIConnOutboundDataThrottleiInKBPS

If enabled, limits the transfer rate of
all outbound traffic in kilobits per
second.

Default is disabled.

Changes to this setting apply to all
new connections. Changes do not
affect existing connections.

EndpointCommunications.
ApplicationHandshakeTimeoutinSeconds

60

Maximum time for server to wait for
each round trip during application
handshake communications before
closing the server-to-agent
connection.

Applies to the duration of time
between when the agent accepts
the TCP connection and when the
agent receives the handshake
message. This duration includes the
SSL handshake and the agent
receiving the HTTP headers. If the
process exceeds the specified
duration, the connection closes.

Changes to this setting apply to all
new connections. Changes do not
affect existing connections.

EndpointCommunications.MaxActiveAgentsPerServer

90000

Sets the maximum number of
agents associated with a given
server at any moment in time.

This setting is implemented after the
next Endpoint Server restart.
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Setting Default Description
EndpointCommunications. 150000 Sets the maximum number of

MaxActiveAgentsPerServerGroup

agents that will be associated with
a given group of servers behind the
same local load balancer at any
moment in time. Used for maximum
sizes of caches for internal endpoint
features.

This setting is implemented after the
next Endpoint Server restart.

EndpointCommunications.MaxConcurrentConnections | 90000

Sets the maximum number of
simultaneous connections to allow.

Changes to this setting apply to all
new connections. Changes do not
affect existing connections.

EndpointCommunications.
MaxConnectionLifetimelnSeconds

86400 (1 day)

Sets the maximum time to allow a
connection to remain open. Do not
set connections to remain open
indefinitely. Connections that close
ensure that SSL session keys are
frequently updated to improve
security. This timeout only applies
during the normal operation phase
of a connection, after the SSL
handshake and application
handshake phases of a connection.

This setting is implemented
immediately to all connections.

EndpointCommunications.ShutdownTimeoutInMillis

5000 (5 seconds)

Sets the maximum time to wait to
gracefully close connections during
shutdown before forcing
connections to close.

This setting is implemented
immediately to all connections.
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Setting Default Description
EndpointCommunications.SSLCipherSuites TLS_RSA_WITH_ Lists the allowed SSL cipher suites.

AES_128_CBC_SHA

Enter multiple entries, separated by
commas.

Changes to this setting apply to all
new connections. Changes do not
affect existing connections. You
must restart the Endpoint Server for
changes you make to take effect.
See “Server controls” on page 199.

If you are using FIPS 140-2 mode
for communication between the
Endpoint Server and DLP Agents,
do not use Diffie-Hellman (DH)
cipher suites. Mixing cipher suites
prevents the agent and Endpoint
Server from communicating.

EndpointCommunications.
SSLSessionCacheTimeoutinSeconds

86400

Sets the maximum SSL session
entry lifetime in the SSL session
cache.

The default settings equals one day.
This setting is implemented after the
next Endpoint Server restart.

EndpointMessageStatistics.MaxFileDetectionCount

100

The maximum number of times a
valid file will be scanned. The file
must not cause an incident. After
exceeding this number, a system
event is generated recommending
that the file be filtered out.

EndpointMessageStatistics.MaxFolderDetectionCount

1800

The maximum number of times a
valid folder will be scanned. The
folder must not cause an incident.
After exceeding this number, a
system event is generated
recommending that the file be
filtered out.
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Setting

Default

Description

EndpointMessageStatistics.MaxMessageCount

2000

The maximum number of times a
valid message will be scanned. The
message must not cause an
incident. After exceeding this
number, a system event is
generated recommending that the
file be filtered out.

EndpointMessageStatistics.MaxSetSize

The maximum list of hosts displayed
from where valid files, folders, and
messages come. When a system
event for

EndpointMessageStatistics.
MaxFileDetectionCount,
EndpointMessageStatistics.
MaxFolderDetectionCount,

or EndpointMessageStatistics.

MaxMessageCount is generated,
Symantec Data Loss Prevention
lists the host machines where these
system events were generated. This
setting limits the number of hosts
displayed in the list.

EndpointServer.Discover.ScanStatusBatchinterval

60000

The interval of time in milliseconds
the Endpoint Server accumulates
Endpoint Discover scan statuses
before sending them to the Endpoint
Server as a batch.
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Setting

Default

Description

EndpointServer.Discover.ScanStatusBatchSize

1000

The number of scan statuses the
Aggregator accumulates before
sending them to the Enforce Server
as a batch. The Endpoint Server
forwards a batch of statuses to the
Enforce Server when the status
count reaches the configured value.

The batch is forwarded to the
Enforce Server when any of the
thresholds for the following settings
are met:

= EndpointServer.Discover.
ScanStatusBatchlinterval

= EndpointServer.Discover.
ScanStatusBatchSize

EndpointServer.EndpointSystemEventQueueSize

20000

The maximum number of system
events that can be stored in the
endpoint agent's queue to be sent
to the Endpoint Server. If the
database connection is lost or some
other occurrence results in a
massive number of system events,
any additional system events that
occur after this number is reached
are discarded. This value can be
adjusted according to memory
requirements.

EndpointServer.MaxPercentage
MemToStoreEndpointFiles

60

The maximum amount (in
percentage) of memory to use to
store shadow cache files.

EndpointServer.MaxTimeToKeepEndpointFilesOpen

20000

The time interval (in minutes) that
the endpoint file is kept open or the
file size can exceed the
EndpointServer.MaxEndpointFileSize
setting whichever occurs first.

EndpointServer.MaxTimeToWaitForWriter

1000

The maximum time (in milliseconds)
that the agent will wait to connect
to the server.
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Setting

Default

Description

EndpointServer.NoOfRecievers

15

The number of endpoint shadow
cache file receivers.

EndpointServer.NoOfWriters

10

The number of endpoint shadow
cache file writers.

FileReader.MaxFileSize

30M

The maximum size (in MB) of a
message to be processed. Larger
messages are truncated to this size.
To process large files, ensure that
this value is equal to or greater than
the value of
ContentExtraction.MaxContentSize.

FileReader.MaxFileSystemCrawlerMemory

30M

The maximum memory that is
allocated for the File System
Crawler. If this value is less than
FileReader.MaxFileSize, then the
greater of the two values is
assigned.

FileReader.MaxReadGap

15

The time that a child process can
have data but not have read
anything before it stops sending
heartbeats.

FileReader.ScheduledInterval

1000

The time interval (in milliseconds)
between drop folder checks by the
filereader. This affects Copy Rule,
Packet Capture, and File System
channels only.

FileReader.TempDirectory

Path to a secure
directory as specified in
the
filereader.teamp.io.dir
attribute in the
FileReader.properties
configuration file.

A secure directory on the detection
server in which to store temporary
files for the File reader.

FormRecognition. ALIGNMENT_COEFFICIENT

85.00

A threshold on a scale from 0 to
100, indicating how well an image
should align with an indexed gallery
form in order to create an incident.
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Setting

Default

Description

FormRecognition. CANONICAL_FORM_WIDTH

930

The width in pixels to which all
images are internally resized for
form recognition.

FormRecognition. MAXIMUM_FORM_WIDTH

10000

The maximum width in pixels of a
query image that form recognition
detection will process. An image
having a width exceeding this value
will be filtered and ignored.

FormRecognition.MINIMUM_FORM_ASPECT_RATIO

0.3

The minimum aspect ration of a
query image that form recognition
detection will process. An image
having a lower aspect ratio will be
filtered and ignored.

FormRecognition.MINIMUM_FORM_WIDTH

400

The minimum width in pixels of a
query image that form recognition
detection will process. An image
having a width less than this value
will be filtered and ignored.

FormRecognition. OPENCV_THREADPOOL_SIZE

The number of threads dedicated
to the thread pool used by the form
recognition detection process. This
value should be configured to half
the number of physical cores
available on your system.

FormRecognition.PRECLASSIFIER_ACTION

A numeric value that determines
what types of images will be
process by form recognition
detection.

s 0-SKIP_ALL_PHOTOS: No
photographs will be processed
by the form recognition detection
process.

= 1-SKIP_DARK_PHOTOS:
Colorful photographs such as
vacations pictures will be
skipped, but photographs of
forms will be processed.

= 2- SKIP_NONE: All photographs
will be processed.
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Setting

Default

Description

Icap.AllowHosts

any

The default value of "any" permits
all systems to make a connection
to the Network Prevent for Web
Server on the ICAP service port.
Replacing "any" with the IP address
or Fully-Qualified Domain Name
(FQDN) of one or more systems
restricts ICAP connections to just
those designated systems. To
designate multiple systems,
separate their IP addresses of
FQDNs by commas.

Icap.AllowStreaming

false

If true, ICAP output is streamed to
the proxy directly without buffering
the ICAP request first.

Icap.BindAddress

0.0.0.0

IP address to which a Network
Prevent for Web Server listener
binds. When BindAddress is
configured, the server will only
answer a connection to that IP
address. The default value of
0.0.0.0 is a wild card that permits
listening to all available addresses
including 127.0.0.1.

Icap.BufferSize

3K

The size (in kilobytes) of the
memory buffer used for ICAP
request streaming and chunking.
The streaming can happen only if
the request is larger than
FileReader.MaxFileSize and the
request has a Content-Length
header.

Icap.DisableHealthCheck

false

If true, disables the ICAP periodic
self-check. If false, enables the
ICAP periodic self-check. This
setting is useful for debugging to
remove clutter produced by
self-check requests from the logs.
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Setting

Default

Description

Icap.EnablelncidentSuppression

true

If the parameter is set to true,
Incident Suppression Cache for
Gmail traffic on Mobile Prevent for
Web is enabled. If the parameter is
set to false, suppression is disabled.

Icap.EnableTrace

false

If set to true, protocol debug tracing
is enabled once a folder is specified
using the Icap.TraceFolder setting.

Icap.ExchangeActiveSyncCommandsTolnspect

SendMail

A comma-separated, case-sensitive
list of ActiveSync commands which
need to be sent through Symantec
Data Loss Prevention detection. If
this parameter is left blank,
ActiveSync support is disabled. If
this parameter is set to "any", all
ActiveSync commands are
inspected.

Icap.IncidentSuppressionCacheCleanuplinterval

120000

The time interval in milliseconds for
running the Incident Suppression
cache clean-up thread.

Icap.IncidentSuppressionCacheTimeout

120000

The time in miliseconds to invalidate
the Incident Suppression cache
entry.

Icap.LoadBalanceFactor

The number of web proxy servers
that a Network Prevent for
Webserver is able to communicate
with. For example, if the server is
configured to communicate with 3
proxies, set the
Icap.LoadBalanceFactor value to 3.

Icap.SpoolFolder

This value is needed for ICAP
Spools.

Icap.TraceFolder

The fully qualified name of the folder
or directory where protocol debug
trace data is stored when the
Icap.EnableTrace setting is true. By
default, the value for this setting is
left blank.
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Setting

Default

Description

IncidentDetection.IncidentLimitResetTime

86400000

Specifies the time frame (in
milliseconds) used by the

IncidentDetection.
MaxIncidentsPerPolicy

setting. The default setting
86400000 equals one day.

IncidentDetection.MaxContentLength

2000000

Applies only to regular expression
rules. On a per-component basis,
only the first MaxContentLength
number of characters are scanned
for violations. The default
(2,000,000) is equivalent to > 1000
pages of typical text. The limiter
exists to prevent regular expression
rules from taking too long.

IncidentDetection.MaxIncidentsPerPolicy

10000

Defines the maximum number of
incidents detected by a specific
policy on a particular monitor within
the time-frame specified in the

IncidentDetection.
IncidentTimeLimitResetTime.

The default is 10,000 incidents per
policy per time limit.

IncidentDetection.MessageWaitSevere

240

The number of minutes to wait
before sending a severe system
event about message wait times.

IncidentDetection.MessageWaitWarning

60

The number of minutes to wait
before sending a warning system
event about message wait times.
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Setting

Default

Description

IncidentDetection.MinNormalizedSize

30

This setting applies to IDM
detection. It MUST be kept in sync
with the corresponding setting in the
Indexer.properties file on the
Enforce Server (which applies to
indexing). Derivative detections only
apply to messages when their
normalized content is greater than
this setting. If the normalized
content size is less than this setting,
IDM detection does a straight binary
match.

IncidentDetection.patternConditionMaxViolations

100

The maximum number of matches
a detection server reports. The
detection server does not report
matches more than the value of the

IncidentDetection.
patternConditionMaxViolations

parameter, even if there are any.

IncidentDetection.StopCachingWhenMemoryLowerThan

400M

Instructs Detection to stop caching
tokenized and cryptographic content
between rule executions if the
available JVM memory drops below
this value (in megabytes). Setting
this attribute to 0 enables caching
regardless of the available memory
and is not recommended because
OutOfMemoryErrors may occur.

Setting this attribute to a value close
to, or larger than, the value of the
-Xmx option in
BoxMonitor.FileReaderMemory
effectively disables the caching.

Note that setting this value too low
can have severe performance
consequences.
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Setting

Default

Description

IncidentDetection.TrialMode

false

Prevention trial mode setting to
generate prevention incidents
without having a prevention setup.

If true, SMTP incidents coming from
the Copy Rule and Packet Capture
channels appear as if they were
prevented and HTTP incidents
coming from Packet Capture
channel appear as if they were
prevented.

IncidentWriter.Backloginfo

1000

The number of incidents that collect
in the log before an information level
message about the number of
messages is generated.

IncidentWriter.BacklogSevere

10000

The number of incidents that collect
in the log before a severe level
message about the number of
messages is generated.

IncidentWriter.BacklogWarning

3000

The number of incidents that collect
in the log before a warning level
message about the number of
messages is generated.

IncidentWriter.ResolvelncidentDNSNames

false

If true, only recipient host names
are resolved from IP.

IncidentWriter.ShouldEncryptContent

true

If true, the monitor will encrypt the
body of every message, message
component and cracked component
before writing to disk or sending to
Enforce.

Keyword. TokenVerifierEnabled

false

Default is disabled (false).

If enabled (true), the server
validates tokens for Asian language
keywords (Chinese, Japanese, and
Korean).

See “Enabling and using CJK token
verification for server keyword
matching” on page 672.
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Setting

Default

Description

L7.cleanHttpBody

true

If true, the HTML entity references
are replaced with spaces.

L7.DefaultBATV

Standard

This setting determines the tagging
scheme that Network Prevent for
Email uses to interpret Bounce
Address Tag Validation (BATV) tags
in the MAIL FROM header of a
message. If this setting is
“Standard” (the default), Network
Prevent uses the tagging scheme
described in the BATV specification:

http://tools.ietf.org/html/
draft-levine-mass-batv-02

Change this setting to “Ironport” to
enable compatibility with the
IronPort proxy’s implementation of
BATV tagging.

L7.DefaultUrlEncodedCharset

UTF-8

Defines the default character set to
be used in decoding query
parameters or URL-encoded body
when the character set information
is missing from the header.

L7.discardDuplicateMessages

true

If true, the Monitor ignores duplicate
messages based on the
messagelD.
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Setting Default Description
L7.ExtractBATV true If true (the default), Network Prevent

for Email interprets Bounce Address
Tag Validation (BATV) tags that are
present in the MAIL FROM header
of a message. This allows Network
Prevent to include a meaningful
sender address in incidents that are
generated from messages having
BATV tags. If this setting is false,
Network Prevent for Email does not
interpret BATV tags, and a message
that contains BATV tags may
generate an incident that has an
unreadable sender address.

See http://tools.ietf.org/html/

draft-levine-mass-batv-02 for more
information about BATV.

L7.httpClientldHeader

X-Forwarded-For

The sender identifier header name.

L7.MAX_NUM_HTTP_HEADERS

30

If any HTTP message that contains
more than the specified header
lines, it is discarded.

L7.maxWordLength

30

The maximum word length (in
characters) allowed in UTCP string
extraction.

L7.messagelDCacheCleanuplinterval

600000

The length of time that the
messagelD is cached. The system
will not cache duplicate messages
during this time period if the
L7.discardDuplicateMessages
setting is set to true.
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Setting

Default

Description

L7.minSizeOfGetUrl

100

The minimum size of the GET URL
to process. HTTP GET actions are
not inspected by Symantec Data
Loss Prevention for policy violations
if the number of bytes in the URL is
less than the value of this setting.
For example, with the default value
of 100, no detection check is
performed when a browser displays
the Symantec web site at:
http://www.symantec.com/index.jsp.
The reason is that the URL contains
only 33 characters, which is less
than the 100 minimum.

Note: Other request types such as
POST or PUT are not affected by
L7.minSizeofGetURL. In order for
Symantec Data Loss Prevention to
inspect any GET actions at all, the
L7.processGets setting must be set
to true.

L7.processGets

true

If true, the GET requests are
processed. If false, the GET
requests are not processed. Note
that this setting interacts with the
L7.minSizeofGetURL setting.

Lexer.IncludePunctuation InWords

true

If true, punctuation characters
internal to a token are considered
during detection.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.
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Setting

Default

Description

Lexer.MaximumNumber OfTokens

12000

Maximum number of tokens
extracted from each message
component for detection. Applicable
to all detection technologies where
tokenization is required (EDM,
profiled DGM, and the system
patterns supported by those
technologies). Increasing the default
value may cause the detection
server to run out of memory and
restart.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

Lexer.MaxTokensPerMultiToken

10

Maximum number of sub-tokens
that a multi-token cell can contain.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

Lexer.StopwordLanguages

en

Enables the elimination of stop
words for the specified languages.
The default is English.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

Lexer.Validate

true

If true, performs system
pattern-specific validation.

See “Configuring Advanced Server
Settings for EDM policies”
on page 446.

MessageChain.ArchiveTimedOutStreams

false

Specifies whether messages should
be archived to the temp folder

MessageChain.CacheSize

Limits the number of messages that
can be queued in the message
chains.
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Setting

Default

Description

MessageChain.ContentDumpEnabled

false

If set to true, each message
entering the detection message
chain is logged to
${\SymantecDLP.temp.dir\}/dump.
This setting is intended for use in
troubleshooting and debugging.

MessageChain.MaximumComponentTime

60,000

The time interval (in milliseconds)
allowed before any chain
component is restarted.

MessageChain.MaximumFailureTime

360000

Number of milliseconds that must
elapse before restarting the file
reader. This is tracked after a
message chain error is detected
and that message chain has not
been recovered.

MessageChain.MaximumMessageTime

Varies

This setting varies between is either
600,000 or 1,800,000 depending on
detection server type.

The maximum time interval (in
milliseconds) that a message can
remain in a message chain.

MessageChain.MemoryThrottlerReservedBytes

200,000,000

Number of bytes required to be
available before a message is sent
through the message chain. This
setting can avoid out of memory
issues. The default value is 200 MB.
The throttler can be disabled by
setting this value to 0.

MessageChain.MinimumFailureTime

30000

Number of milliseconds that must
elapse before failure of a message
chain is tracked. Failure eventually
leads to restarting the message
chain or file reader.
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Setting

Default

Description

MessageChain.NumChains

Varies

This number varies depending on
detection server type. It is either 4
or8.

The number of messages, in
parallel, that the file reader will
process. Setting this number higher
than 8 (with the other default
settings) is not recommended. A
higher setting does not substantially
increase performance and there is
a much greater risk of running out
of memory. Setting this to less than
8 (in some cases 1) helps when
processing big files, but it may slow
down the system considerably.

MessageChain.StopProcessing
WhenMemoryLowerThan

200M

Instructs Detection to stop drilling
down into and processing sub-files
if JVM available memory drops
below this value. Setting this
attribute to 0 will force sub-file
processing, regardless of how little
memory is available. Setting this
attribute to a value close to or larger
than the value of the -Xmx option in
BoxMonitor.FileReaderMemory will
effectively disable sub-file
processing.

NetworkMonitor. NETWORK_THREAD_
CONCURRENCY_COUNT

Specifies the number of threads that
can read outstanding network
requests concurrently from kernal
mode to user mode. This setting
should be near or identical to the
number of CPU cores on your
computer.

NetworkMonitor. NETWORK_REQUEST _
QUEUE_COUNT

Specifies the number of network
read requests that can be queued.
This setting should be greater than
the value for NetworkMonitor.
NETWORK_THREAD
CONCURRENCY COUNT
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Setting Default Description
PacketCapture.DISCARD_HTTP_GET true If true, discards HTTP GET
streams.
PacketCapture.DOES_DISCARD _ false If true, a list of tcpstreams is

TRIGGER_STREAM_DUMP

dumped to an output file in the log
directory the first time a discard
message is received.

PacketCapture. ENDACE_BIN_PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /bin directory. Note that
environment variables (such as
$ENDACE_HOMES%) cannot be used
in this setting. For example:
/usr/local/bin

PacketCapture. ENDACE_LIB_PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /lib directory. Note that
environment variables (such as
$ENDACE_HOME$%) cannot be used
in this setting. For example:
/usr/local/lib

PacketCapture. ENDACE_XILINX_PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /xilinx directory. Note that
environment variables (such as
$ENDACE_HOMES%) cannot be used
in this setting. For example:
/usr/local/dag/xilinx

PacketCapture.Filter

tcp || ip proto 47 ||
(vlan && (tcp || ip
proto 47))

When set to the default value all
non-TCP packets are filtered out
and not sent to Network Monitor.
The default value can be overridden
using the tcpdump filter format
documented in the tcpdump
program. This setting allows
specialists to create more exact
filters (source and destination IPs
for given ports).
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture.INPUT_SOURCE_FILE

/dummy.dmp

The full path and name of the input
file.

PacketCapture.IS_ARCHIVING_PACKETS

false

DO NOT USE THIS FIELD.
Diagnostic setting that creates
dumps of packets captured in
packetcapture for later reuse. This
feature is unsupported and does not
have normal error checking. May
cause repeated restarts on pcap.

PacketCapture.IS_ENDACE_ENABLED

false

To enable packet-capture using an
Endace card, set this value to true.

PacketCapture.IS_FTP_RETR_ENABLED

false

If true, FTP GETS and FTP PUTS
are processed. If false, only process
FTP PUTS are processed.

PacketCapture.IS_INPUT_SOURCE_FILE

false

If true, continually reads in packets
from a tcpdump formatted file
indicated in INPUT_SOURCE_FILE.
Set to dag when an Endace card is
installed.

PacketCapture.IS_NAPATECH_ENABLED

false

To enable packet-capture using a
Napatech card, set this value to
true. The default setting is false.

PacketCapture. KERNEL_BUFFER_SIZE_1686

64M

For 32-bit Linux platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or
M for megabytes. Do not specify a
value larger than 128M.

PacketCapture. KERNEL_BUFFER_SIZE_Win32

16M

For 32-bit Windows platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or
M for megabytes.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture. KERNEL_BUFFER_SIZE_X64

64M

For 64-bit Windows platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or
M for megabytes.

PacketCapture. KERNEL_BUFFER_SIZE_X86_64

64M

For 64-bit Linux platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or
M for megabytes. Do not specify a
value larger than 64M.

PacketCapture. MAX_FILES_PER_DIRECTORY

30000

After the specified number of file
streams are processed a new
directory is created.

PacketCapture. MBYTES_LEFT_
TO_DISABLE_CAPTURE

1000

If the amount of disk space (in MB)
left on the drop_pcap drive falls
below this specification, packet
capture is suspended. For example,
if this number is 100, pcap will stop
writing out drop_pcap files when
there is less than 100 MB on the
installed drive

PacketCapture. MBYTES_REQUIRED
_TO_RESTART_CAPTURE

1500

The amount of disk space (in MB)
needed on the drop_pcap drive
before packet capture resumes
again after stopping due to lack of
space. For example, if this value is
150 and packet capture is
suspended, packet capture resumes
when more than 150 MB is available
on the drop_pcap drive.

PacketCapture.NAPATECH_TOOLS_PATH

This setting specifies the location of
the Napatech Tools directory. This
directory is not set by default. If
packet-capture is enabled for
Napatech, enter the fully qualified
path to the Napatech Tools
installation directory.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture.NO_TRAFFIC_ALERT_PERIOD

86,400

The refresh time (in seconds),
between no traffic alert messages.
No traffic system events are created
for a given protocol based on this
time period. For instance, if this is
set to 24*60*60 seconds, a new
message is sent every day that
there is no new traffic for a given
protocol. Do not confuse with the
per protocol traffic timeout, that tells
us how long we initially go without
traffic before sending the first alert.

PacketCapture. NUMBER_BUFFER_POOL_PACKETS

600000

The number of standard-sized
preallocated packet buffers used to
buffer and sort incoming traffic.

PacketCapture. NUMBER_JUMBO_POOL_PACKETS

The number of large-sized
preallocated packet buffers that are
used to buffer and sort incoming
traffic.

PacketCapture. NUMBER_SMALL_POOL_PACKETS

200000

The number of small-sized
preallocated packet buffers that are
used to buffer and sort incoming
traffic.

PacketCapture.RING_CAPTURE_LENGTH

1518

Controls the amount of packet data
that is captured. The default value
of 1518 is sufficient to capture
typical Ethernet networks and
Ethernet over 802.1Q tagged
VLANSs.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture.RING_DEVICE_MEM

67108864

This setting is deprecated. Instead,
use the PacketCapture. KERNEL_
BUFFER_SIZE_1686 setting (for
32-bit Linux platforms) or the
PacketCapture. KERNEL _
BUFFER_SIZE_X86_64 setting (for
64-bit Linux platforms).

Specifies the amount of memory (in
bytes) to be allocated to buffer
packets per device. (The default of
67108864 is equivalent to 64MB.)

PacketCapture.SIZE_BUFFER_POOL_PACKETS

1540

The size of standard-sized buffer
pool packets.

PacketCapture.SIZE_JUMBO_POOL_PACKETS

10000

The size of jumbo-sized buffer pool
packets.

PacketCapture.SIZE_SMALL_POOL_PACKETS

150

The size of small-sized buffer pool
packets.

PacketCapture.SPOOL_DIRECTORY

The directory in which to spool
streams with large numbers of
packets. This setting is user
defined.

PacketCapture. STREAM_WRITE_TIMEOUT

5000

The time (in milliseconds) between
each count (StreamManager's write
timeout)

RequestProcessor.AddDefaultHeader

true

If true, adds a default header to
every email processed (when in
Inline SMTP mode). The default
header is
RequestProcessor.DefaultHeader.
This header is added to all
messages that pass through the
system, i.e., if it is redirected, if
another header is added, if the
message has no policy violations
then the header is added.
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Detection server advanced settings (continued)

Setting

Default

Description

RequestProcessor.AllowExtensions

8BITMIME VRFY DSN
HELP PIPELINING

This setting lists the SMTP protocol
extensions that Network Prevent for

SIZE Email can use when it
ENHANCEDSTATUSCODES | communicates with other MTAs.
STARTTLS

RequestProcessor.AllowHosts any The default value of any permits all

systems to make connections to the
Network Prevent for Email Server
on the SMTP service port.
Replacing any with the IP address
or Fully-Qualified Domain Name
(FQDN) of one or more systems
restricts SMTP connections to just
those designated systems. To
designate multiple systems,
separate their addresses with
commas. Use only a comma to
separate addresses; do not include
any spaces between the addresses.

RequestProcessor.AllowUnauthenticatedConnections | false

The default value ensures that
MTAs must authenticate with
Network Prevent for Email for TLS
communication.

RequestProcessor.Backlog 12 The backlog that the request
processor specifies for the server
socket listener.

Requestprocessor.BindAddress 0.0.0.0 IP address to which a Network

Prevent for Email Server listener
binds. When BindAddress is
configured, the server will only
answer a connection to that IP
address. The default value of
0.0.0.0 is a wild card that permits
listening to all available addresses
including 127.0.0.1.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
Requestprocessor.BlockStatusCodeOverride 5.71 Enables overriding of the ESMTP

status code sent back to the
upstream MTA when executing a
block response rule.

Accepted values are 5.7.0 and
5.7.1. If any other values are
entered, this setting will fall back to
the default of 5.7.1.

Use of the 5.7.0 value (other or
undefined security status) is
preferred when the detection server
is working with Office365 email,
because the 5.7.1 value provides
an incorrect context for the
Office365 use case.

Requestprocessor.DefaultCommandTimeout 300 Specifies the number of seconds
the Network Prevent for Email
Server waits for a response to an
SMTP command before closing
connections to the upstream and
downstream MTAs. The default is
300 seconds. This setting does not
apply to the "." command (the end
of a DATA command). Do not
modify the default without first
consulting Symantec support.

RequestProcessor.CacheEnabled false Enables caching of responses for
duplicate SMTP messages. The
cache was added as part of the
cloud solution to support envelope
splitting.

RequestProcessor.CacheCleanuplinterval 120000 Specifies the interval after which the
cached responses are cleaned from
the cache. Units are in milliseconds.

RequestProcessor.CachedMessageTimeout 120000 Specifies the amount of time after
generation when a given cached
response can be cleared from the
cache. Units are in milliseconds.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

Requestprocessor.DefaultPassHeader

X-CFilter-Loop:
Reflected

This is the default header that will
be added if RequestProcessor.
AddDefaultPassHeader is set to
true, when in Inline SMTP mode.
Must be in a valid header format,
recommended to be an X header.

Requestprocessor.DotCommandTimeout

600

Specifies the number of seconds
the Network Prevent for Email
Server waits for a response to the
"." command (the end of a DATA
command) before closing
connections to the upstream and
downstream MTAs. The default is
600 seconds. Do not modify the
default without first consulting
Symantec support.

RequestProcessor.ForwardConnectionTimeout

20000

The timeout value to use when
forwarding to an MTA.

RequestProcessor.KeyManagementAlgorithm

SunX509

The key management algorithm
used in TLS communication.

RequestProcessor.MaxLineSize

1048576

The maximum size (in bytes) of data
lines expected from an external
MTA. If the data lines are larger
than they are broken down to this
size.

RequestProcessor.Mode

ESMTP

Specifies the protocol mode to use
(SMTP or ESMTP).

RequestProcessor.MTAResubmitPort

10026

This is the port number used by the
request processor on the MTA to
resend the SMTP message.

RequestProcessor.NumberOfDNSAttempts

The maximum number of DNS
queries that Network Prevent for
Email performs when it attempts to
obtain mail exchange (MX) records
for a domain. Network Prevent for
Email uses this setting only if you
have enabled MX record lookups.
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Detection server advanced settings (continued)

Setting

Default

Description

RequestProcessor.RPLTimeout

360000

The maximum time in milliseconds
allowed for email message
processing by a Prevent server. Any
email messages not processed
during this time interval are passed
on by the server.

RequestProcessor.ServerSocketPort

10025

The port number to be used by the
SMTP monitor to listen for incoming
connections from MTA.

RequestProcessor.TagHighestSeverity

false

When set to true, an additional
email header that reports the
highest severity of all the violated
policies is added to the message.
For example, if the email violated a
policy of severity HIGH and a policy
of severity LOW, it shows:
X-DLP-MAX-Severity:HIGH.

RequestProcessor.TagPolicyCount.

false

When set to true an additional email
header reporting the total number
of policies that the message violates
is added to the message. For
example, if the message violates 3
policies a header reading:
X-DLP-Policy-Count: 3 is added.

RequestProcessor.TagScore

false

When set to true an additional email
header reporting the total
cumulative score of all the policies
that the message violates is added
to the message. Scores are
calculated using the formula:
High=4, Medium=3, Low=2, and
Info=1. For example, if a message
violates three policies, one with a
severity of medium and two with a
severity of low a header reading:
X-DLP-Score: 7 is added.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

RequestProcessor. TrustManagementAlgorithm

PKIX

The trust management algorithm
that Network Prevent for Email uses
when it validates certificates for TLS
communication. You can optionally
specify a built-in Java trust manager
algorithm (such as SunX509 or
SunPKIX) or a custom algorithm
that you have developed.

RequestProcessorListener.ServerSocketPort

12355

The local TCP port that FileReader
will use to listen for connections
from RequestProcessor on a
Network Prevent server.

ServerCommunicator. CONNECT _
DELAY_POST_WAKEUP_
OR_POST_VPN_

SECONDS

60

The delay time (in seconds) after
which a detection server returning
online attempts to connect to the
Enforce Server. The default value
is 60 seconds. The range for this
setting is 30 to 600 seconds.

SocketCommunication.BufferSize

8K

The size of the buffer that Network
Prevent for Web uses to process
ICAP requests. Increase the default
value only if you need to process
ICAP requests that are greater than
8K. Certain features, such as Active
Directory authentication, may
require an increas in buffer size.

UnicodeNormalizer.AsianCharRanges

default

Can be used to override the default
definition of characters that are
considered Asian by the detection
engine. Must be either default, or a
comma-separated list of ranges, for
example: 11A80-11F9,3200-321E

UnicodeNormalizer.Enabled

on

Can be used to disable Unicode
normalization.

Enter off to disable.

UnicodeNormalizer.NewlineEliminationEnabled

on

Can be used to disable newline
elimination for Asian languages.

Enter off to disable.
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See “About Symantec Data Loss Prevention administration” on page 66.
See “Advanced agent settings” on page 1768.

See “About the System Overview screen” on page 230.

See “Server/Detector Detail screen” on page 234.

See “Server configuration—basic” on page 201.

See “Server controls” on page 199.

Advanced detector settings

Click Detector Settings on the detector's System > Servers and Detectors >
Overview > Server/Detector Detail screen to modify the settings on that server.

Use caution when modifying these settings on a detector. Contact Symantec Support
before changing any of the settings on this screen. Changes to these settings
normally do not take effect until after the detector has been restarted.

You cannot change settings for the Enforce Server from the Server/Detector Detail
screen. The Server/Detector Detail - Advanced Settings screen only displays
for detection servers and detectors.

Table 11-9 Detector advanced settings
Setting Default Description
ContentExtraction.EnableMetaData off Allows detection on file metadata. If the setting is

turned on, you can detect metadata for Microsoft
Office and PDF files. For Microsoft Office files, OLE
metadata is supported, which includes the fields
Title, Subject, Author, and Keywords. For PDF files,
only Document Information Dictionary metadata is
supported, which includes fields such as Author,
Title, Subject, Creation, and Update dates.
Extensible Metadata Platform (XMP) content is not
detected. Note that enabling this metadata detection
option can cause false positives.

ContentExtraction.MarkupAsText off Bypasses Content Extraction for files that are
determined to be XML or HTML. This should be
used in cases such as web pages containing data
in the header block or script blocks. Default is off.
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Detector advanced settings (continued)

Setting

Default

Description

ContentExtraction.TrackedChanges

off

Allows detection of content that has changed over
time (Track Changes content) in Microsoft Office
documents.

Note: Using the foregoing option might reduce the
accuracy rate for IDM and data identifiers. The
default is set to off (disallow).

To index content that has changed over time, set
ContentExtraction.TrackedChanges=on in file
\Protect\config\Indexer.properties. The
default and recommended setting is
ContentExtraction.TrackedChanges=off.

DDM.MaxBinMatchSize

30,000,000

The maximum size (in bytes) used to generate the
MD5 hash for an exact binary match in an IDM. This
setting should not be changed. The following
conditions must be matched for IDM to work
correctly:

= This setting must be exactly identical to the
max_bin_match_size setting on the Enforce
Server in file indexer.properties.

= This setting must be smaller or equal to the
FileReader.FileMaxSize value.

= This setting must be smaller or equal to the
ContentExtraction.MaxContentSize value on the
Enforce Server in file indexer.properties.

Note: Changing the first or third item in the list
requires re-indexing all IDM files.

Detection.EncodingGuessingDefaultEncoding

1SO-8859-1

Specifies the backup encoding assumed for a byte
stream.

Detection.EncodingGuessingEnabled

on

Designates whether the encoding of unknown byte
streams should be guessed.

Detection.EncodingGuessingMinimumConfidence

50

Specifies the confidence level required for guessing
the encoding of unknown byte streams.

DIl.MaxViolations

100

Specifies the maximum number of violations allowed
with data identifiers.
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Detector advanced settings (continued)

Setting

Default

Description

EDM.MatchCountVariant

3

Specifies how matches are counted.

= 1- Counts the total number of token sets
matched.

s 2 - Counts the number of unique token sets
matched.

= 3 - Counts the number of unique super sets of
token sets. (default)

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

EDM.MaximumNumberOfMatchesToReturn

100

Defines a top limit on the number of matches
returned from each RAM index search.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

EDM.SimpleTextProximityRadius

35

Number of tokens that are evaluated together when
the proximity check is enabled.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

EDM.TokenVerifierEnabled

false

If enabled (true), the server validates tokens for
Chinese, Japanese, and Korean (CJK) keywords.

Default is disabled (false).

IncidentDetection.MaxContentLength

2000000

Applies only to regular expression rules. On a
per-component basis, only the first
MaxContentLength number of characters are
scanned for violations. The default (2,000,000) is
equivalent to > 1000 pages of typical text. The
limiter exists to prevent regular expression rules
from taking too long.

IncidentDetection.MinNormalizedSize

30

This setting applies to IDM detection. It must be
kept in sync with the corresponding setting in the
Indexer.properties file on the Enforce Server
(which applies to indexing). Derivative detections
only apply to messages when their normalized
content is greater than this setting. If the normalized
content size is less than this setting, IDM detection
does a straight binary match.
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Detector advanced settings (continued)

Setting

Default

Description

IncidentDetection.patternConditionMaxViolations

100

The maximum number of matches a detector
reports. The detector does not report matches more
than the value of the
'IncidentDetection.patternConditionMaxViolations'
parameter, even if there are any.

Keyword.TokenVerifierEnabled

false

Default is disabled (false).

If enabled (true), the server validates tokens for
Asian language keywords (Chinese, Japanese, and
Korean).

See “Enabling and using CJK token verification for
server keyword matching” on page 672.

Lexer.IncludePunctuation InWords

true

If true, punctuation characters internal to a token
are considered during detection.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

Lexer.MaximumNumber OfTokens

12000

Maximum number of tokens extracted from each
message component for detection. Applicable to all
detection technologies where tokenization is
required (EDM, profiled DGM, and the system
patterns supported by those technologies).
Increasing the default value may cause the detector
to run out of memory and restart.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

Lexer.MaxTokensPerMultiToken

10

Maximum number of sub-tokens that a multi-token
cell can contain.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

Lexer.StopwordLanguages

en

Enables the elimination of stop words for the
specified languages. The default is English.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.

Lexer.Validate

true

If true, performs system pattern-specific validation.

See “Configuring Advanced Server Settings for
EDM policies” on page 446.
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Table 11-9 Detector advanced settings (continued)

Setting Default Description

UnicodeNormalizer.AsianCharRanges default Can be used to override the default definition of
characters that are considered Asian by the
detection engine. Must be either default, or a
comma-separated list of ranges, for example:
11A80-11F9,3200-321E

UnicodeNormalizer.Enabled on Can be used to disable Unicode normalization.
Enter off to disable.

UnicodeNormalizer.NewlineEliminationEnabled on Can be used to disable newline elimination for Asian
languages.
Enter off to disable.

About using load balancers in an endpoint deployment

You can use a load balancer to manage multiple Endpoint Servers, or a server
pool. Adding Endpoint Servers to a load-balanced server pool enables Symantec
Data Loss Prevention to use less bandwidth while managing more agents. When
setting up a server pool to manage Endpoint Servers and agents, default Symantec
Data Loss Prevention settings allow for communication between servers and agents.
However, there are a number of load balancer settings that may affect how Endpoint
Servers and agents communicate. You may have to make changes to advanced
agent and server settings if the load balancer you use does not use default settings.

In general, load balancers should have the following settings applied to work best
with Symantec Data Loss Prevention:

= 1-Gbps throughput
= SSL session server affinity
= 24 hour SSL session timeout period

The Endpoint Servers communicate most efficiently with agents when the load
balancer is set up to use SSL session ID stickiness. (This protocol name may differ
across load balancer brands.) Using session stickiness in a Symantec Data Loss
Prevention implementation uses less bandwidth during the SSL handshake between
agents and Endpoint Servers.

You review agent connection settings if the load balancer idle connection settings
is not set to default. The load balancer idle connection setting can also be called
connection timeout interval, clean idle connection, and so-on depending on the
load balancer brand.
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You can assess your Symantec Data Loss Prevention and load balancer settings
by considering the following two scenarios:

» Default DLP settings

= Non-default DLP settings

Note: Contact Symantec Support before changing default advanced agent and
advanced server settings.

Table 11-10

Default Symantec Data Loss Prevention settings scenario

Description

Resolution

Starting with version 12.5, Symantec Data
Loss Prevention uses non-persistent
connections by default. Using non-persitent
connections means that Endpoint Servers
close connections to agents after agents are
idle for 30 seconds.

Consider how the agent idle timeout coincides with the load balancer
close idle connection setting. If the load balancer is configured to close
idle connections after less than 30 seconds, agents are prematurely
disconnected from Endpoint Servers.

To resolve the issue, complete one of the following:

Change the agent idle timeout setting (EndpointCommunications.
IDLE_TIMEOUT_IN_SECONDS.int) to less than the close idle
connection setting on the load balancer.

Increase the agent heartbeat setting

(EndpointCommunications. HEARTBEAT_INTERVAL_IN_SECONDS.int)
to be less than the load balancer close idle connections setting.
The user must also increase the no traffic timeout setting
(CommLayer.NO_TRAFFIC_TIMEOUT_IN_SECONDS.int)to a
value greater than the agent heartbeat setting.

Table 11-11

Non-default Symantec Data Loss Prevention settings scenario

Description

Resolution

Consider how changes to default Symantec
Data Loss Prevention settings affect how the
load balancer handles idle and persistent
agent connections. For example, if you change
the idle timeout setting to O to create a
persistent connection and you leave the default
agent heartbeat setting (270 seconds), you
must consider the idle connection setting on
the load balancer. If the idle connection setting
on the load balancer is less than 270 seconds,
then agents are prematurely disconnected
from Endpoint Servers.

To resolve the issue, complete one of the following:

Change the agent heartbeat

(EndpointCommunications. HEARTBEAT_INTERVAL_IN_SECONDS.int)
and no traffic timeout settings
(CommLayer.NO_TRAFFIC_TIMEOUT_IN_SECONDS.int) to less
than the load balancer idle connection setting.

Verify that the no traffic timeout setting is greater than the heartbeat
setting.

283



Installing and managing detection servers and cloud detectors | 284
About using load balancers in an endpoint deployment

See “Advanced server settings” on page 236.

See “Advanced agent settings” on page 1768.



Managing log files

This chapter includes the following topics:

About log files

Log collection and configuration screen
Configuring server logging behavior
Collecting server logs and configuration files

About log event codes

About log files

Symantec Data Loss Prevention provides a number of different log files that record
information about the behavior of the software. Log files fall into these categories:

Operational log files record detailed information about the tasks the software
performs and any errors that occur while the software performs those tasks.
You can use the contents of operational log files to verify that the software
functions as you expect it to. You can also use these files to troubleshoot any
problems in the way the software integrates with other components of your
system.

For example, you can use operational log files to verify that a Network Prevent
for Email Server communicates with a specific MTA on your network.

See “Operational log files” on page 286.

Debug log files record fine-grained technical details about the individual
processes or software components that comprise Symantec Data Loss
Prevention. The contents of debug log files are not intended for use in diagnosing
system configuration errors or in verifying expected software functionality. You
do not need to examine debug log files to administer or maintain an Symantec
Data Loss Prevention installation. However, Symantec Support may ask you to
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provide debug log files for further analysis when you report a problem. Some
debug log files are not created by default. Symantec Support can explain how

to configure the software to create the file if necessary.
See “Debug log files” on page 289.

= Installation log files record information about the Symantec Data Loss Prevention
installation tasks that are performed on a particular computer. You can use these
log files to verify an installation or troubleshoot installation errors. Installation

log files reside in the following locations:

m installdir\SymantecDLP\.install4j\installation.log stores the

installation log for Symantec Data Loss Prevention.

m installdir\oracle home\admin\protect)\ stores the installation log for

Oracle.

See the Symantec Data Loss Prevention Installation Guide for more information.

Operational log files

The Enforce Server and the detection servers store operational log files in the
\SymantecDLP\Protect\logs\ directory on Windows installations and in the
/var/log/SymantecDLP/ directory on Linux installations. A number at the end of
the log file name indicates the count (shown as 0 in Table 12-1).

Table 12-1 lists and describes the Symantec Data Loss Prevention operational log

files.

Table 12-1 Operational log files

Log file name Description

Server

agentmanagement webservices access _0.log |Logs successful and failed attempts
to access the Agent Management
API web service.

Enforce Server

agentmanagement webservices soap 0.log Logs the entire SOAP request and
response for most requests to the
Agent Management API web
Service.

Enforce Server
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Log file name

Description

Server

boxmonitor operational 0.log

The BoxMonitor process
oversees the detection server
processes that pertain to that
particular server type.

For example, the processes that run
on Network Monitor are file reader
and packet capture.

The BoxMonitor log file is typically
very small, and it shows how the
application processes are running.

All detection servers

Classification Operational 0.log

Logs the state of the Classification
Detection Server, the web
container, and requests.

Classification
Detection Server

detection operational 0.log

The detection operation log file
provides details about how the
detection server configuration and
whether it is operating correctly.

All detection servers

detection operational trace 0.log

The detection trace log file provides
details about each message that
the detection server processes. The
log file includes information such
as:

= The policies that were applied
to the message

= The policy rules that were
matched in the message

= The number of incidents the
message generated.

All detection servers

machinelearning training operational 0.log

This log records information about
the tasks, logs, and configuration
files called on startup of the VML
training process.

Enforce Server

manager operational 0.log.

Logs information about the
Symantec Data Loss Prevention
manager process, which
implements the Enforce Server
administration console user
interface.

Enforce Server
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Log file name

Description

Server

monitorcontroller operational 0.log

Records a detailed log of the
connections between the Enforce
Server and all detection servers. It
provides details about the
information that is exchanged
between these servers including
whether policies have been pushed
to the detection servers or not.

Enforce Server

SmtpPrevent operationalO.log

This operational log file pertains to
SMTP Prevent only. Itis the primary
log for tracking the health and
activity of a Network Prevent for
Email system. Examine this file for
information about the
communication between the MTAs
and the detection server.

SMTP Prevent
detection servers

WebPrevent Access0.log

This access log file contains
information about the requests that
are processed by Network and
Mobile Prevent for Web detection
servers. It is similar to web access
logs for a proxy server.

= Network Prevent
for Web detection
servers

= Mobile Prevent
for Web detection
servers

WebPrevent Operational0.log

This operational log file reports on
the operating condition of Network
and Mobile Prevent for Web, such
as whether the system is up or

down and connection management.

s Network Prevent
for Web detection
servers

= Mobile Prevent
for Web detection
servers

webservices_access_0.log

This log file records successful and
failed attempts to access the
Incident Reporting Web Service.

Enforce Server
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Table 12-1 Operational log files (continued)
Log file name Description Server
webservices soap 0.log Contains the entire SOAP request | Enforce Server

and response for most requests to
the Incident Reporting APl Web
Service. This log records all
requests and responses except
responses to incident binary
requests. This log file is not created
by default. See the Symantec Data
Loss Prevention Incident Reporting
API Developers Guide for more
information.

See “Network and Mobile Prevent for Web operational log files and event codes”
on page 303.

See “Network and Mobile Prevent for Web access log files and fields” on page 305.
See “Network Prevent for Email log levels” on page 308.
See “Network Prevent for Email operational log codes” on page 308.

See “Network Prevent for Email originated responses and codes” on page 312.

Debug log files

The Enforce Server and the detection servers store debug log files in the
\SymantecDLP\Protect\logs\ directory on Windows installations and in the
/var/log/SymantecDLP/ directory on Linux installations. A number at the end of
the log file name indicates the count (shown as 0 in debug log files).

The following table lists and describes the Symantec Data Loss Prevention debug
log files.
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Table 12-2 Debug log files
Log file name Description Server
Aggregator0.log This file describes communications between the Endpoint
detection server and the agents. detection
Look at this log to troubleshoot the following servers
problems:
= Connection to the agents
= Tofind out why incidents do not appear when they
should
= If unexpected agent events occur
BoxMonitor0.log This file is typically very small, and it shows how the | All
application processes are running. The BoxMonitor | detection
process oversees the detection server processes that | servers
pertain to that particular server type.
For example, the processes that run on Network
Monitor are file reader and packet capture.
ContentExtractionAPI FileReader.log Logs the behavior of the Content Extraction API file | Detection
reader that sends requests to the plug-in host. The | Server
default logging level is "info" which is configurable
using \Protect\config\log4cxx_config_filereader.xml.
ContentExtractionAPI Manager.log Logs the behavior of the Content Extraction API Enforce
manager that sends requests to the plug-in host. The | Server
default logging level is "info" which is configurable
using \Protect\config\log4cxx_config_manager.xml.
ContentExtractionHost FileReader.log Logs the behavior of the Content Extraction File Detection
Reader hosts and plug-ins. The default logging level | Server
is "info" which is configurable using
\Protect\config\log4cxx_config_filereader.xml.
ContentExtractionHost Manager.log Logs the behavior of the Content Extraction Manager | Enforce
hosts and plug-ins. The default logging level is "info" | Server
which is configurable using
\Protect\config\log4cxx_config_manager.xml.
DiscoverNative.log.0 Contains the log statements that the Network Discover
Discover/Cloud Storage Discover native code emits. | detection
Currently contains the information that is related to | servers

. pst scanning. This log file applies only to the
Network Discover/Cloud Storage Discover Servers
that run on Windows platforms.
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Table 12-2 Debug log files (continued)

Log file name Description Server

FileReader0.log This log file pertains to the file reader process and | All
contains application-specific logging, which may be | detection
helpful in resolving issues in detection and incident | servers
creation. One symptom that shows up is content
extractor timeouts.

flash client 0.log Logs messages from the Adobe Flex client used for | Enforce
folder risk reports by Network Discover. Server

flash server remoting 0.log Contains log messages from BlazeDS, an Enforce
open-source component that responds to remote Server
procedure calls from an Adobe Flex client. This log
indicates whether the Enforce Server has received
messages from the Flash client. At permissive log
levels (FINE, FINER, FINEST), the BlazeDS logs
contain the content of the client requests to the server
and the content of the server responses to the client

IncidentPersister0.log This log file pertains to the Incident Persister process. | Enforce
This process reads incidents from the incidents folder | Server
on the Enforce Server, and writes them to the
database. Look at this log if the incident queue on
the Enforce Server (manager) grows too large. This
situation can be observed also by checking the
incidents folder on the Enforce Server to see if
incidents have backed up.

Indexer0.log This log file contains information when an EDM profile | Enforce
or IDM profile is indexed. It also includes the Server
information that is collected when the external indexer | (or
is used. If indexing fails then this log should be computer
consulted. where

the
external
indexer
is
running)
jdbc.log This log file is a trace of JDBC calls to the database. | Enforce
By default, writing to this log is turned off. Server
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Table 12-2 Debug log files (continued)

Log file name Description Server

machinelearning native filereader.log | Thislog file records the runtime category classification | Detection
(positive and negative) and associated confidence | Server
levels for each message detected by a VML profile.

The default logging level is "info" which is configurable

using \Protect\config\log4cxx_config_filereader.xml.
machinelearning training 0 0.log This log file records the design-time base accuracy | Enforce

percentages for the k-fold evaluations for all VML | Server

profiles.

machinelearning training native manager.log | This log file records the total number of features Enforce
modeled at design-time for each VML profile training | Server
run. The default logging level is "info" which is
configurable using
\Protect\config\log4cxx_config_manager.xml.

MonitorController0.log This log file is a detailed log of the connections Enforce
between the Enforce Server and the detection Server
servers. It gives details around the information that
is exchanged between these servers including
whether policies have been pushed to the detection
servers or not.

PacketCapture.log This log file pertains to the packet capture process | Network
that reassembles packets into messages and writes | Monitor
to the drop_pcap directory. Look at this log if there
is a problem with dropped packets or traffic is lower
than expected. PacketCapture is not a Java
process, so it does not follow the same logging rules
as the other Symantec Data Loss Prevention system
processes.

PacketCapture0.log This log file describes issues with PacketCapture | Network
communications. Monitor

RequestProcessor0.log This log file pertains to SMTP Prevent only. The log | SMTP
file is primarily for use in cases where Prevent
SmtpPrevent0.log is not sufficient. detection

servers
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Table 12-2 Debug log files (continued)
Log file name Description Server
ScanDetail-target-0.log Where target is the name of the scan target. All white | Discover
spaces in the target's name are replaced with detection
hyphens. This log file pertains to Discover server servers
scanning. It is a file by file record of what happened
in the scan. If the scan of the file is successful, it
reads success, and then the path, size, time, owner,
and ACL information of the file scanned. If it failed,
a warning appears followed by the file name.
tomcat\localhost.date.log These Tomcat log files contain information for any | Enforce
action that involves the user interface. The logs Server
include the user interface errors from red error
message box, password failures when logging on,
and Oracle errors (ORA —#).
VontulIncidentPersister.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuManager.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuMonitor.log This log file contains minimal information: stdout | All
and stderr only (fatal events). detection
servers
VontuMonitorController.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuNotifier.log This log file pertains to the Notifier service and its Enforce
communications with the Enforce Server and the Server
MonitorController service. Look at this file to
see if the MonitorController service registered
a policy change.
VontuUpdate.log This log file is populated when you update Symantec | Enforce
Data Loss Prevention. Server

See “Network and Mobile Prevent for Web protocol debug log files” on page 307.

See “Network Prevent for Email log levels” on page 308.
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Log collection and configuration screen

Use the System > Servers and Detectors > Logs screen to collect log files or to
configure logging behavior for any Symantec Data Loss Prevention server. The
Logs screen contains two tabs that provide the following features:

Collection—Use this tab to collect log files and configuration files from one or
more Symantec Data Loss Prevention servers.
See “Collecting server logs and configuration files” on page 299.

Configuration—Use this tab to configure basic logging behavior for a Symantec
Data Loss Prevention server, or to apply a custom log configuration file to a
server.

See “Configuring server logging behavior” on page 294.

See “About log files” on page 285.

Configuring server logging behavior

Use the Configuration tab of the System > Servers and Detectors > Logs screen
to change logging configuration parameters for any server in the Symantec Data
Loss Prevention deployment. The Select a Diagnostic Log Setting menu provides
preconfigured settings for Enforce Server and detection server logging parameters.
You can select an available preconfigured setting to define common log levels or
to enable logging for common server features. The Select a Diagnostic Log Setting
menu also provides a default setting that returns logging configuration parameters
to the default settings used at installation time.

Table 12-3 describes the preconfigured log settings available for the Enforce Server.
Table 12-4 describes the preconfigured settings available for detection servers.

Optionally, you can upload a custom log configuration file that you have created or
modified using a text editor. (Use the Collection tab to download a log configuration
file that you want to customize.) You can upload only those configuration files that
modify logging properties (file names that end with Logging.properties). When
you upload a new log configuration file to a server, the server first backs up the
existing configuration file of the same name. The new file is then copied into the
configuration file directory and its properties are applied immediately.

You do not need to restart the server process for the changes to take effect, unless
you are directed to do so. As of the current software release, only changes to the
PacketCaptureNativeLogging.properties and

DiscoverNativeLogging.properties files require you to restart the server process.

See “Server controls” on page 199.
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Make sure that the configuration file that you upload contains valid property
definitions that are applicable to the type of server you want to configure. If you
make a mistake when uploading a log configuration file, use the preconfigured
Restore Defaults setting to revert the log configuration to its original installed state.

The Enforce Server administration console performs only minimal validation of the
log configuration files that you upload. It ensures that:

= Configuration file names correspond to actual logging configuration file names.

= Root level logging is enabled in the configuration file. This configuration ensures
that some basic logging functionality is always available for a server.

= Properties in the file that define logging levels contain only valid values (such
as INFO, FINE, OF WARNING).

If the server detects a problem with any of these items, it displays an error message
and cancels the file upload.

If the Enforce Server successfully uploads a log configuration file change to a
detection server, the administration console reports that the configuration change
was submitted. If the detection server then encounters any problems when tries to
apply the configuration change, it logs a system event warning to indicate the
problem.

Table 12-3 Preconfigured log settings for the Enforce Server

Select a Diagnostic Log Setting value Description

Restore Defaults

Restores log file parameters to their default values.

Incident Reporting APl SOAP Logging Logs the entire SOAP request and response message for

most requests to the Incident Reporting APl Web Service.
The logged messages are stored in the
webservices soap.log file. To begin logging to this
file, edit the
c:\SymantecDLP\Protect\config\ManagerLogging. properties
file to set the com.vontu.enforce.

reportingapi.webservice.log.
WebServiceSOAPLogHandler. level property to INFO.

You can use the contents of webservices soap.log
to diagnose problems when developing Incident Reporting
APl Web Service clients. See the Symantec Data Loss
Preventionincident Reporting API Developers Guide for
more information.

295



Table 12-3

Managing log files | 296
Configuring server logging behavior

Preconfigured log settings for the Enforce Server (continued)

Select a Diagnostic Log Setting value Description

Custom Attribute Lookup Logging

Logs diagnostic information each time the Enforce Server
uses a lookup plug-in to populate custom attributes for an
incident. Lookup plug-ins populate custom attribute data
using LDAP, CSYV files, or other data repositories. The
diagnostic information is recorded in the Tomcat log file
(\SymantecDLP\logs\tomcat\localhost.date.log)
and the IncidentPersister 0.logfile.

See “About custom attributes” on page 1371.

See “About using custom attributes” on page 1373.

Table 12-4 Preconfigured log settings for detection servers
Select a Diagnostic Log Setting | Detection server uses Description
value
Restore Defaults All detection servers Restores log file parameters to their

default values.

Discover Trace Logging

Network Discover Servers Enables informational logging for
Network Discover scans. These log
messages are stored in
FileReader0.log.
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Preconfigured log settings for detection servers (continued)

Select a Diagnostic Log Setting
value

Detection server uses

Description

Detection Trace Logging

All detection servers

Logs information about each message
that the detection server processes.
This includes information such as:

= The policies that were applied to
the message

= The policy rules that were matched
in the message

s The number of incidents that the
message generated.

When you enable Detection Trace
Logging, the resulting messages are
stored in the

detection operational trace 0.log
file.

Note: Trace logging can produce a
large amount of data, and the data is
stored in clear text format. Use trace
logging only when you need to debug
a specific problem.

Packet Capture Debug Logging

Network Monitor Servers

Enables basic debug logging for
packet capture with Network Monitor.
This setting logs information in the
PacketCapture. log file.

While this type of logging can produce
a large amount of data, the Packet
Capture Debug Logging setting limits
the log file size to 50 MB and the
maximum number of log files to 10.

If you apply this log configuration
setting to a server, you must restart
the server process to enable the
change.
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Preconfigured log settings for detection servers (continued)

Select a Diagnostic Log Setting
value

Detection server uses

Description

Email Prevent Logging

Network Prevent for Email servers

Enables full message logging for
Network Prevent for Email servers.
This setting logs the complete
message content and includes
execution and error tracing
information. Logged information is
stored in the SmtpPrevent0. logfile.

Note: Trace logging can produce a
large amount of data, and the data is
stored in clear text format. Use trace
logging only when you need to debug
a specific problem.

See “Network Prevent for Email
operational log codes” on page 308.

See “Network Prevent for Email
originated responses and codes”
on page 312.

ICAP Prevent Message Processing
Logging

Network Prevent for Web servers

Enables operational and access
logging for Network Prevent for Web.
This setting logs information in the
FileReaderO0. log file.

See “Network and Mobile Prevent for
Web operational log files and event
codes” on page 303.

See “Network and Mobile Prevent for
Web access log files and fields”
on page 305.

Follow this procedure to change the log configuration for a Symantec Data Loss
Prevention server.

To configure logging properties for a server

1 Click the Configuration tab if it is not already selected.

2 If you want to configure logging properties for a detection server, select the
server name from the Select a Detection Server menu.
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3 If you want to apply preconfigured log settings to a server, select the
configuration name from the Select a Diagnostic Configuration menu next
to the server you want to configure.

See Table 12-3 and Table 12-4 for a description of the diagnostic configurations.

4 If you instead want to use a customized log configuration file, click Browse...
next to the server you want to configure. Then select the logging configuration
file to use from the File Upload dialog, and click Open. You upload only logging
configuration files, and not configuration files that affect other server features.

Note: If the Browse button is unavailable because of a previous menu selection,
click Clear Form.

5 Click Configure Logs to apply the preconfigured setting or custom log
configuration file to the selected server.

6 Check for any system event warnings that indicate a problem in applying
configuration changes on a server.

See “Log collection and configuration screen” on page 294.

Note: The following debug log files are configured manually outside of the logging
framework available through the Enforce Server administration console:
ContentExtractionAPI FileReader.log, ContentExtractionAPI Manager.log
ContentExtractionHost FileReader.log,ContentExtractionHost Manager.log
machinelearninginativeifilereader.log,and

machinelearning training native manager.log. Refer to the entry for each of
these log files in debug log file list for configuration details. See “Debug log files”
on page 289.

Collecting server logs and configuration files

Use the Collection tab of the System > Servers and Detectors > Logs screen
to collect log files and configuration files from one or more Symantec Data Loss
Prevention servers. You can collect files from a single detection server or from all
detection servers, as well as from the Enforce Server computer. You can limit the
collected files to only those files that were last updated in a specified range of dates.

The Enforce Server administration console stores all log and configuration files that
you collect in a single z1p file on the Enforce Server computer. If you retrieve files
from multiple Symantec Data Loss Prevention servers, each server's files are stored
in a separate subdirectory of the z1p file.
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Checkboxes on the Collection tab enable you to collect different types of files from
the selected servers. Table 12-5 describes each type of file.

Table 12-5 File types for collection
File type Description
Operational | Operational log files record detailed information about the tasks the software performs and any errors
Logs that occur while the software performs those tasks. You can use the contents of operational log files
to verify that the software functions as you expect it to. You can also use these files to troubleshoot
any problems in the way the software integrates with other components of your system.
For example, you can use operational log files to verify that a Network Prevent for Email Server
communicates with a specific MTA on your network.
Debug and Debug log files record fine-grained technical details about the individual processes or software
Trace Logs components that comprise Symantec Data Loss Prevention. The contents of debug log files are not

intended for use in diagnosing system configuration errors or in verifying expected software
functionality. You do not need to examine debug log files to administer or maintain an Symantec
Data Loss Prevention installation. However, Symantec Support may ask you to provide debug log
files for further analysis when you report a problem. Some debug log files are not created by default.
Symantec Support can explain how to configure the software to create the file if necessary.

Configuration
Files

Use the Configuration Files option to retrieve both logging configuration files and server feature
configuration files.

Logging configuration files define the overall level of logging detail that is recorded in server log files.
Logging configuration files also determine whether specific features or subsystem events are recorded
to log files.

For example, by default the Enforce console does not log SOAP messages that are generated from
Incident Reporting APl Web service clients. The ManagerLogging.properties file contains a
property that enables logging for SOAP messages.

You can modify many common logging configuration properties by using the presets that are available
on the Configuration tab.

If you want to update a logging configuration file by hand, use the Configuration Files checkbox to
download the configuration files for a server. You can modify individual logging properties using a
text editor and then use the Configuration tab to upload the modified file to the server.

See “Configuring server logging behavior” on page 294.

The Configuration Files option retrieves the active logging configuration files and also any backup
log configuration files that were created when you used the Configuration tab. This option also
retrieves server feature configuration files. Server feature configuration files affect many different
aspects of server behavior, such as the location of a syslog server or the communication settings of
the server. You can collect these configuration files to help diagnose problems or verify server settings.
However, you cannot use the Configuration tab to change server feature configuration files. You
can only use the tab to change logging configuration files.
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Table 12-5 File types for collection (continued)
File type Description
Agent Logs Use the Agent Logs option to collect DLP agent service and operational log files from an Endpoint

Prevent detection server. This option is available only for Endpoint Prevent servers. To collect agent
logs using this option, you must have already pulled the log files from individual agents to the Endpoint
Prevent detection server using a Pull Logs action.

Use the Agent List screen to select individual agents and pull selected log files to the Endpoint
Prevent detection server. Then use the Agent Logs option on this page to collect the log files.

When the logs are pulled from the endpoint, they are stored on the Endpoint Server in an unencrypted
format. After you collect the logs from the Endpoint Server, the logs are deleted from the Endpoint
Server and are stored only on the Enforce Server. You can only collect logs from one endpoint at a
time.

See “Using the Agent List screen” on page 1826.

See “12.0.x and earlier agent actions” on page 1852.

Operational, debug, trace log files are stored in the server identifier/logs
subdirectory of the z1p file. server_identifier identifies the server that generated the
log files, and it corresponds to one of the following values:

= If you collect log files from the Enforce Server, Symantec Data Loss Prevention
replaces server_identifier with the string Enforce. Note that Symantec Data
Loss Prevention does not use the localized name of the Enforce Server.

= If a detection server’s name includes only ASCII characters, Symantec Data
Loss Prevention uses the detection server name for the server_identifier value.

= [If a detection server’s name contains non-ASCII characters, Symantec Data
Loss Prevention uses the string DetectionServer-ID-id number for the
server_identifier value. id_number is a unique identification number for the
detection server.

If you collect agent service log files or operational log files from an Endpoint Prevent
server, the files are placed in the server identifier/agentlogs subdirectory.
Each agent log file uses the individual agent name as the log file prefix.

Follow this procedure to collect log files and log configuration files from Symantec
Data Loss Prevention servers.
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To collect log files from one or more servers
1 Click the Collection tab if it is not already selected.

2 Use the Date Range menu to select a range of dates for the files you want to
collect. Note that the collection process does not truncate downloaded log files
in any way. The date range limits collected files to those files that were last
updated in the specified range.

3 To collect log files from the Enforce Server, select one or more of the
checkboxes next to the Enforce Server entry to indicate the type of files you
want to collect.

4  To collect log files from one or all detection servers, use the Select a Detection
Server menu to select either the name of a detection server or the Collect
Logs from All Detection Servers option. Then select one or more of the
checkboxes next to the menu to indicate the type of files you want to collect.

5 Click Collect Logs to begin the log collection process.

The administration console adds a new entry for the log collection process in
the Previous Log Collections list at the bottom of the screen. If you are
retrieving many log files, you may need to refresh the screen periodically to
determine when the log collection process has completed.

Note: You can run only one log collection process at a time.

6 To cancel an active log collection process, click Cancel next to the log collection
entry. You may need to cancel log collection if one or more servers are offline
and the collection process cannot complete. When you cancel the log collection,
the ZIP file contains only those files that were successfully collected.

7 To download collected logs to your local computer, click Download next to the
log collection entry.

8 Toremove ZIP files stored on the Enforce Server, click Delete next to a log
collection entry.

See “Log collection and configuration screen” on page 294.

See “About log files” on page 285.

About log event codes

Operational log file messages are formatted to closely match industry standards
for the various protocols involved. These log messages contain event codes that
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describe the specific task that the software was trying to perform when the message
was recorded. Log messages are generally formatted as:

Timestamp [Log Level] (Event Code) Event description [event parameters]

= See “Network and Mobile Prevent for Web operational log files and event codes”
on page 303.

= See “Network Prevent for Email operational log codes” on page 308.

= See “Network Prevent for Email originated responses and codes” on page 312.

Network and Mobile Prevent for Web operational log files and event

codes

Network and Mobile Prevent for Web log file names use the format of
WebPrevent OperationalX.log (where Xis a number). The number of files that
are stored and their sizes can be specified by changing the values in the
FileReaderLogging.properties file. This file is in the
SymantecDLP\Protect\config directory. By default, the values are:

= com.vontu.icap.log.lcapOperationalLogHandler.limit = 5000000
= com.vontu.icap.log.lcapOperationalLogHandler.count = 5

Table 12-6 lists the Network and Mobile Prevent for Web-defined operational logging
codes by category. The italicized part of the text contains event parameters.

Table 12-6 Status codes for Network and Mobile Prevent for Web operational
logs

Code | Text and Description

Operational Events

1100 |Starting Mobile Prevent for Web

1101 | Shutting down Mobile Prevent for Web

Connectivity Events
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Table 12-6 Status codes for Network and Mobile Prevent for Web operational

logs (continued)

Code | Text and Description
1200 |Listening for incoming connections at
icap bind address:icap bind port
Where:
m icap_bind_address is the Network and Mobile Prevent for Web bind address to
which the server listens. This address is specified with the Icap.BindAddress
Advanced Setting.
m icap_bind_port is the port at which the server listens. This port is set in the
Server > Configure page.
1201 Connection (id=conn id) opened from
host (icap client ip:icap client port)
Where:
m conn_id is the connection ID that is allocated to this connection. This ID can be
helpful in doing correlations between multiple logs.
= icap_client_ip and icap_client_port are the proxy's IP address and port from
which the connect operation to Network and Mobile Prevent for Web was
performed.
1202 |Connection (id=conn id) closed (close reason)
Where:
= conn_id is the connection ID that is allocated to the connect operation.
» close_reason provides the reason for closing the connection.
1203 |Connection states: REQMOD=N, RESPMOD=N,

OPTIONS=N, OTHERS=N
Where N indicates the number of connections in each state, when the message
was logged.

This message provides the system state in terms of connection management. It is
logged whenever a connection is opened or closed.

Connectivity Errors
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Table 12-6 Status codes for Network and Mobile Prevent for Web operational
logs (continued)

Code | Text and Description

5200 |Failed to create listener at icap bind address:icap bind port

Where:

m icap_bind_address is the Network and Mobile Prevent for Web bind address to
which the server listens. This address can be specified with the Icap.BindAddress
Advanced Setting.

m icap_bind_port is the port at which the server listens. This port is set on the
Server > Configure page.

5201 Connection was rejected from unauthorized host (host ip:port)

Where host_ip and port are the proxy system IP and port address from which a
connect attempt to Network and Mobile Prevent for Web was performed. If the host
is not listed in the Icap.AllowHosts Advanced setting, it is unable to form a
connection.

See “About log files” on page 285.

Network and Mobile Prevent for Web access log files and fields

Network and Mobile Prevent for Web log file names use the format of
WebPrevent AccessX.log (Where Xis a number). The number of files that are
stored and their sizes can be specified by changing the values in the
FileReaderlLogging.properties file. By default, the values are:

= com.vontu.icap.log.lcapAccessLogHandler.limit = 5000000
= com.vontu.icap.log.lcapAccessLogHandler.count = 5

A Network and Mobile Prevent for Web access log is similar to a proxy server’s
web access log. The “start” log message format is:

# Web Prevent starting: start time

Where start_time format is date: time, for example:
13/Aug/2008:03:11:22:015-0700.

The description message format is:

# host_ip "auth_user" time_stamp "request line" icap_status_code
request size "referer" "user agent" processing time (ms) conn_id client ip

client port action code icap method code traffic source code
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Table 12-7 lists the fields. The values of fields that are enclosed in quotes in this
example are quoted in an actual message. If field values cannot be determined,
the message displays - or "" as a default value.

Table 12-7 Network and Mobile Prevent for Web access log fields
Fields Explanation
host_ip IP address of the host that made the request.
auth_user Authorized user for this request.
time_stamp Time that Network and Mobile Prevent receives the request.
request_line Line that represents the request.

icap_status_code

ICAP response code that Network and Mobile Prevent sends by
for this request.

request_size

Request size in bytes.

referrer Header value from the request that contains the URI from which
this request came.
user_agent User agent that is associated with the request.

processing_time
(milliseconds)

Request processing time in milliseconds. This value is the total
of the receiving, content inspection, and sending times.

conn_id Connection ID associated with the request.

client_ip IP of the ICAP client (proxy).

client_port Port of the ICAP client (proxy).

action_code An integer representing the action that Network and Mobile Prevent

for Web takes. Where the action code is one of the following:

= UNKNOWN

= ALLOW

= BLOCK

REDACT

= ERROR

= ALLOW _WITHOUT_ INSPECTION
= OPTIONS RESPONSE

= REDIRECT

[ ]
< o U W N kO
Il
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Table 12-7 Network and Mobile Prevent for Web access log fields (continued)
Fields Explanation
icap_method_code An integer representing the ICAP method that is associated with

this request. Where the ICAP method code is one of the following:

s -1 = ILLEGAL

s 0 = OPTIONS
s 1 = REQMOD
s 2 = RESPMOD
s 3 = LOG
traffic_source_code An integer that represents the source of the network traffic. Where

the traffic source code is one of the following:

MOBILE
= WEB
= UNKNOWN

N P O

See “About log files” on page 285.

Network and Mobile Prevent for Web protocol debug log files

To enable ICAP trace logging, set the Icap.EnableTrace Advanced setting to true
and use the Icap.TraceFolder Advanced setting to specify a directory to receive
the traces. Symantec Data Loss Prevention service must be restarted for this change
to take effect.

Trace files that are placed in the specified directory have file names in the format:
timestamp-conn_id. The first line of a trace file provides information about the
connecting host IP and port along with a timestamp. File data that is read from the
socket is displayed in the format <<timestamp number of bytes read. Data that
is written to the socket is displayed in the format >>timestamp
number of bytes written. Thelastline should note that the connection has been
closed.

Note: Trace logging produces a large amount of data and therefore requires a large
amount of free disk storage space. Trace logging should be used only for debugging
an issue because the data that is written in the file is in clear text.

See “About log files” on page 285.
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Network Prevent for Email log levels

Network Prevent for Email log file names use the format of

EmailPrevent OperationalX.log (Where Xis a number). The number of files that
are stored and their sizes can be specified by changing the values in the
FileReaderlLogging.properties file. By default, the values are:

= com.vontu.mta.log.SmtpOperationalLogHandler.limit = 5000000
= com.vontu.mta.log.SmtpOperationalLogHandler.count = 5

At various log levels, components in the com.vontu.mta.rp package output varying
levels of detail. The com.vontu.mta.rp.level setting specifies log levels in the
RequestProcessorLogging.properties file which is stored in the
SymantecDLP\Protect\config directory. For example, com.vontu.mta.rp.level =
FINE specifies the FINE level of detail.

Table 12-8 describes the Network Prevent for Email log levels.

Table 12-8 Network Prevent for Email log levels

Level |Guidelines

INFO | General events: connect and disconnect notices, information on the messages
that are processed per connection.

FINE Some additional execution tracing information.

FINER | Envelope command streams, message headers, detection results.

FINEST | Complete message content, deepest execution tracing, and error tracing.

See “About log files” on page 285.

Network Prevent for Email operational log codes

Table 12-9 lists the defined Network Prevent for Email operational logging codes
by category.

Table 12-9 Status codes for Network Prevent for Email operational log

Code |Description

Core Events

1100 Starting Network Prevent for Email

1101 Shutting down Network Prevent for Email
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Table 12-9 Status codes for Network Prevent for Email operational log

(continued)

Code |Description

1102 Reconnecting to FileReader (tid=id)
Where id is the thread identifier.
The RequestProcessor attempts to re-establish its connection with the FileReader
for detection.

1103 Reconnected to the FileReader successfully (tid=id)

The RequestProcessor was able to re-establish its connection to the FileReader.

Core Errors

5100 Could not connect to the FileReader (tid=id timeout=.3s)
An attempt to re-connect to the FileReader failed.
5101 FileReader connection lost (tid=id)

The RequestProcessor connection to the FileReader was lost.

Connectivity Events

1200 Listening for incoming connections (local=hostname)
Hostnames is an IP address or fully-qualified domain name.
1201 Connection accepted (tid=id cid=N
local=hostname:port
remote=hostname:port)
Where N is the connection identifier.
1202 Peer disconnected (tid=id cid=N
local=hostname:port
remote=hostname:port)
1203 Forward connection established (tid=id cid=N
local=hostname:port
remote=hostname:port)
1204 Forward connection closed (tid=id cid=N

local=hostname:port
remote=hostname:port)
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Table 12-9 Status codes for Network Prevent for Email operational log

(continued)

Code

Description

1205

Service connection closed (tid=id cid=N
local=hostname:port
remote=hostname:port messages=1 time=0.14s)

Connectivity Errors

5200

Connection is rejected from the unauthorized host (tid=id
local=hostname:port
remote=hostname:port)

5201

Local connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5202

Sender connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5203

Forwarding connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5204

Peer disconnected unexpectedly (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5205

Could not create listener (address=local=hostname:port
reason=Explanation)

5206

Authorized MTAs contains invalid hosts: hostname,
hostname, ...

5207

MTA restrictions are active, but no MTAs are authorized
to communicate with this host

5208

TLS handshake failed (reason=Explanation tid=id cid=N
local=hostname remote=hostname)
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Table 12-9 Status codes for Network Prevent for Email operational log

(continued)

Code |Description

5209 TLS handshake completed (tid=id cid=N
local=hostname remote=hostname)

5210 All forward hosts unavailable (tid=id cid=N
reason=Explanation)

5211 DNS lookup failure (tid=id cid=N
NextHop=hostname reason=Explanation)

5303 Failed to encrypt incoming message (tid=id cid=N
local=hostname remote=hostname)

5304 Failed to decrypt outgoing message (tid=id cid=N

local=hostname remote=hostname)

Message Events

1300

311

Message complete (cid=N message id=3 dlp id=message identifier

size=number sender=email address recipient_ count=N
disposition=response estatus=statuscode rtime=N
dtime=N mtime=N

Where:

= Recipient_count is the total number of addressees in the To, CC, and BCC
fields.
= Response is the Network Prevent for Email response which can be one of:

PASS, BLOCK, BLOCK AND REDIRECT, REDIRECT, MODIFY, or ERROR

= Thee status is an Enhanced Status code.

See “Network Prevent for Email originated responses and codes” on page 312.
s The rtime is the time in seconds for Network Prevent for Emailto fully receive

the message from the sending MTA.
»  The dtime is the time in seconds for Network Prevent for Email to perform
detection on the message.

s Themtime is the total time in seconds for Network Prevent for Email to process

the message Message Errors.

Message Errors
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Table 12-9 Status codes for Network Prevent for Email operational log
(continued)

Code |Description

5300 Error while processing message (cid=N message id=header ID

dlp_id=message identifier size=0 sender=email address
recipient count=N disposition=response estatus=statuscode
rtime=N dtime=N mtime=N reason=Explanation

Where header_ID is an RFC 822 Message-Id header if one exists.

5301

Sender rejected during re-submit

5302

Recipient rejected during re-submit

See “About log files” on page 285.

Network Prevent for Email originated responses and codes

Network Prevent for Email originates the following responses. Other protocol
responses are expected as Network Prevent for Email relays command stream
responses from the forwarding MTA to the sending MTA. Table 12-10 shows the

responses that occur in situations where Network Prevent must override the receiving

MTA. It also shows the situations where Network Preventgenerates a specific
response to an event that is not relayed from downstream.

“Enhanced Status” is the RFC1893 Enhanced Status Code associated with the
response.

Table 12-10

Network Prevent for Email originated responses

Code

Enhanced
Status

Text

Description

250

2.0.0

Ok: Carry on.

Success code that Network Prevent for Email uses.

221

2.0.0

Service

closing.

The normal connection termination code that Network
Prevent for Email generates if a QUIT request is
received when no forward MTA connection is active.
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Table 12-10 Network Prevent for Email originated responses (continued)

Code | Enhanced | Text Description

Status

451 |4.3.0 Error: This “general, transient” error response is issued when
Processing a (potentially) recoverable error condition arises. This
error. error response is issued when a more specific error

response is not available. Forward connections are
sometimes closed, and their unexpected termination
is occasionally a cause of a code 451, status 4.3.0.
However sending connections should remain open
when such a condition arises unless the sending MTA
chooses to terminate.

421 |4.3.0 Fatal: This “general, terminal” error response is issued when
Processing a fatal, unrecoverable error condition arises. This error
error. results in the immediate termination of any sender or
Closing receiver connections.
connection.

421 |4.41 Fatal: That an attempt to connect the forward MTA was
Forwarding refused or otherwise failed to establish properly.
agent
unavailable.

421 |4.4.2 Fatal: Closing connection. The forwarded MTA connection
Connection is lost in a state where further conversation with the
lost to sending MTA is not possible. The loss usually occurs
forwarding in the middle of message header or body buffering.
agent. The connection is terminated immediately.

451 |4.4.2 Error: The forward MTA connection was lost in a state that
Connection may be recoverable if the connection can be
lost to re-established. The sending MTA connection is
forwarding maintained unless it chooses to terminate.
agent.

421 1447 Error: The last command issued did not receive a response
Request within the time window that is defined in the
timeout RequestProcessor.DefaultCommandTimeout. (The
exceeded. time window may be from

RequestProcessor.DotCommandTimeout if the
command issued was the “.”). The connection is closed
immediately.
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Table 12-10 Network Prevent for Email originated responses (continued)

Code | Enhanced | Text Description

Status

421 1447 Error: The connection was idle (ho commands actively
Connection awaiting response) in excess of the time window that
timeout is defined in
exceeded. RequestProcessor.DefaultCommandTimeout.

501 |5.5.2 Fatal: A fatal violation of the SMTP protocol (or the constraints
Invalid that are placed on it) occurred. The violation is not
transmission | expected to change on a resubmitted message attempt.
request. This message is only issued in response to a single

command or data line that exceeds the boundaries
that are defined in RequestProcessor.MaxLineLength.

502 [55.1 Error: Defined but not currently used.

Unrecognized
command.

550 |[5.71 User This combination of code and status indicates that a
Supplied. Blocking response rule has been engaged. The text

that is returned is supplied as part of the response rule
definition.

Note that a 4xx code and a 4.x.x enhanced status indicate a temporary error. In
such cases the MTA can resubmit the message to the Network Prevent for Email

Server. A 5xx code and a 5.x.x enhanced status indicate a permanent error. In such

cases the MTA should treat the message as undeliverable.

See “About log files” on page 285.
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Using Symantec Data Loss
Prevention utilities

This chapter includes the following topics:
= About Symantec Data Loss Prevention utilities
= About Endpoint utilities

= About DBPasswordChanger

About Symantec Data Loss Prevention utilities

Symantec provides a suite of utilities to help users accomplish those tasks that
need to be done on an infrequent basis. The utilities are typically used to perform
troubleshooting and maintenance tasks. They are also used to prepare data and
files for use with the Symantec Data Loss Prevention software.

The Symantec Data Loss Prevention utilities are provided for both Windows and
Linux operating systems. You use the command line to run the utilities on both
operating systems. The utilities operate in a similar manner regardless of operating
system.

Table 13-1 describes how and when to use each utility.

Table 13-1 Symantec Data Loss Prevention utilities
Name Description
DBPasswordChanger | Changes the encrypted password that the Enforce Server uses to connect to the Oracle

database.

See “About DBPasswordChanger” on page 317.
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Table 13-1 Symantec Data Loss Prevention utilities (continued)
Name Description
sslkeytool Generates custom authentication keys to improve the security of the data that is transmitted

between the Enforce Server and detection servers. The custom authentication keys must be
copied to each Symantec Data Loss Prevention server.

See the topic "About the sslkeytool utility and server certificates" in the Symantec Data Loss
Prevention Installation Guide.

SQL Preindexer

Indexes an SQL database or runs an SQL query on specific data tables within the database.
This utility is designed to pipe its output directly to the Remote EDM Indexer utility.

See “About the SQL Preindexer” on page 477.

Remote EDM Indexer

Converts a comma-separated or tab-delimited data file into an exact data matching index.
The utility can be run on a remote machine to provide the same indexing functionality that is
available locally on the Enforce Server.

This utility is often used with the SQL Preindexer. The SQL Preindexer can run an SQL query
and pass the resulting data directly to the Remote EDM Indexer to create an EDM index.

See “About the Remote EDM Indexer” on page 476.

About Endpoint utilities

Table 13-2 describes those utilities that apply to the Endpoint products.
See “About Endpoint tools” on page 1898.

Table 13-2 Endpoint utilities

Name

Description

Service_Shutdown.exe

This utility enables an administrator to turn off both the agent and the watchdog services on
an endpoint. (As a tamper-proofing measure, it is not possible for a user to stop either the
agent or the watchdog service.)

See “Shutting down the agent and the watchdog services on Windows endpoints” on page 1901.

Vontu_sqlite3.exe

This utility provides an SQL interface that enables you to view or modify the encrypted
database files that the Symantec DLP Agent uses. Use this tool when you want to investigate
or make changes to the Symantec Data Loss Prevention files.

See “Inspecting the database files accessed by the agent” on page 1902.

Logdump.exe

This tool lets you view the Symantec DLP Agent extended log files, which are hidden for
security reasons.

See “Viewing extended log files” on page 1903.
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Table 13-2 Endpoint utilities (continued)
Name Description
Start_agent This utility enables an administrator to start agents running on Mac endpoints that have been

shut down using the shutdown task.

See “Starting DLP Agents that run on Mac endpoints” on page 1909.

About DBPasswordChanger

Symantec Data Loss Prevention stores encrypted passwords to the Oracle database
in a file that is called DatabasePassword.properties, located in
c:\SymantecDLP\Protect\config (Windows)
Or/opt/SymantecDLP/Protect/config (Linux). Because the contents of the file
are encrypted, you cannot directly modify the file. The DBPasswordChanger utility
changes the stored Oracle database passwords that the Enforce Server uses.

Before you can use DBPasswordChanger to change the password to the Oracle
database you must:

= Shut down the Enforce Server.
= Change the Oracle database password using Oracle utilities.

See “Example of using DBPasswordChanger” on page 318.

DBPasswordChanger syntax

The DBPasswordChanger utility uses the following syntax:
DBPasswordChanger password file new oracle password

All command-line parameters are required. The following table describes each
command-line parameter.

See “Example of using DBPasswordChanger” on page 318.

Table 13-3 DBPasswordChanger command-line parameters
Parameter Description
password file Specifies the file that contains the encrypted

password. By default, this file is named
DatabasePassword.properties andis stored
in \SymantecDLP\Protect\config (Windows)
or /opt/SymantecDLP/Protect/config
(Linux).
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Table 13-3 DBPasswordChanger command-line parameters (continued)
Parameter Description
new oracle password Specifies the new Oracle password to encrypt and
store.

Example of using DBPasswordChanger

If Symantec Data Loss Prevention was installed in the default location, then the
DBPasswordChanger utility is located at c: \SymantecDLP\Protect\bin (Windows)
Or /opt/SymantecDLP/Protect/bin (Linux). You must be an Administrator (or root)
to run DBPasswordChanger.

For example, type:

DBPasswordChanger \SymantecDLP\Protect\bin\DatabasePassword.properties
protect oracle

See “DBPasswordChanger syntax” on page 317.
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Introduction to policies

This chapter includes the following topics:
= About Data Loss Prevention policies
= Policy components

= Policy templates

= Solution packs

= Policy groups

= Policy deployment

= Policy severity

= Policy authoring privileges

» Data Profiles

= User Groups

= Policy template import and export

= Workflow for implementing policies

= Viewing, printing, and downloading policy details

About Data Loss Prevention policies

You implement policies to detect and prevent data loss. A Symantec Data Loss
Prevention policy combines detection rules and response actions. If a policy rule
is violated, the system generates an incident that you can report and act on. The
policy rules you implement are based on your information security objectives. The
actions you take in response to policy violations are based on your compliance
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requirements. The Enforce Server administration console provides an intuitive,
centralized, Web-based interface for authoring policies.

See “Workflow for implementing policies” on page 331.

Table 14-1 describes the policy authoring features provided by Symantec Data
Loss Prevention.

Table 14-1 Policy authoring features

Feature

Description

Intuitive policy

The policy builder interface supports Boolean logic for detection configuration.

building You can combine different detection methods and technologies in a single policy.
See “Detecting data loss” on page 334.
See “Best practices for authoring policies” on page 402.

Decoupled The system stores response rules and policies as separate entities.

response rules

You can manage and update response rules without having to change policies; you can reuse
response rules across policies.

See “About response rules” on page 1142.

Fine-grained policy
reporting

The system provides severity levels for policy violations.
You can report the overall severity of a policy violation by the highest severity.

See “Policy severity” on page 327.

Centralized data
and group profiling

The system stores data and group profiles separate from policies.

This separation enables you to manage and update profiles without changing policies.
See “Data Profiles” on page 329.

See “User Groups” on page 330.

Template-based
policy detection

The system provides 65 pre-built policy templates.
You can use these templates to quickly configure and deploy policies.

See “Policy templates” on page 324.

Policy sharing

The system supports policy template import and export.
You can share policy templates across environments and systems.

See “Policy template import and export” on page 330.

Role-based access
control

The system provides role-based access control for various user and administrative functions.
You can create roles for policy authoring, policy administration, and response rule authoring.

See “Policy authoring privileges” on page 328.
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Policy components

A valid policy has at least one detection or group rule with at least one match
condition. Response rules are optional policy components.

Policy components describes Data Loss Prevention policy components.

Table 14-2 Policy components
Component Use Description
Policy group Required A policy must be assigned to a single Policy Group.

See “Policy groups” on page 325.

Policy name Required The policy name must be unique within the Policy Group

See “Manage and add policies” on page 386.

Policy rule Required A valid policy must contain at least one rule that declares at least one
match condition.

See “Policy matching conditions” on page 339.

Data Profile May be Exact Data Matching (EDM), Indexed Document Matching (IDM), Vector
required Machine Learning (VML), and Form Recognition policies all require data
profiles.

See “Data Profiles” on page 329.

User group May be A policy requires a User Group only if a group method in the policy
required requires it.

Synchronized DGM rules and exceptions require a User Group.

See “User Groups” on page 330.

Policy description Optional A policy description helps users identify the purpose of the policy.

See “Configuring policies” on page 366.

Policy label Optional A policy label helps Veritas Data Insight business users identify the
purpose of the policy when using the Self-Service Portal.

See “Configuring policies” on page 366.

Response Rule Optional A policy can implement one or more response rules to report and
remediate incidents.

See “About response rules” on page 1142.

Policy exception Optional A policy can contain one or more exceptions to exclude data from
matching.

See “Exception conditions” on page 346.
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Table 14-2 Policy components (continued)
Component Use Description
Compound match Optional A policy rule or exception can implement multiple match conditions.
conditions See “Compound conditions” on page 347.

Policy templates

Symantec Data Loss Prevention provides policy templates to help you quickly

deploy detection policies in your enterprise. You can share policies across systems

and environments by importing and exporting policy rules and exceptions as

templates.

Using policy templates saves you time and helps you avoid errors and information
gaps in your policies because the detection methods are predefined. You can edit

a template to create a policy that precisely suits your needs. You can also export
and import your own policy templates.

Some policy templates are based on well-known sets of regulations, such as the

Payment Card Industry Security Standard, Gramm-Leach-Bliley, California SB1386,

and HIPAA. Other policy templates are more generic, such as Customer Data
Protection, Employee Data Protection, and Encrypted Data. Although the
regulation-based templates can help address the requirements of the relevant
regulations, consult with your legal counsel to verify compliance.

See “Creating a policy from a template” on page 351.

Table 14-3 describes the system-defined policy templates provided by Symantec
Data Loss Prevention.

Table 14-3

System-defined policy templates

Policy template type

Description

US Regulatory Enforcement

See “US Regulatory Enforcement policy templates” on page 354.

UK and International Regulatory
Enforcement

See “UK and International Regulatory Enforcement policy templates”
on page 356.

Customer and Employee Data Protection

See “Customer and Employee Data Protection policy templates”
on page 357.

Confidential or Classified Data Protection

See “Confidential or Classified Data Protection policy templates”
on page 358.

Network Security Enforcement

See “Network Security Enforcement policy templates” on page 360.

324



Table 14-3

Introduction to policies
Solution packs

System-defined policy templates (continued)

Policy template type

Description

Acceptable Use Enforcement

See “Acceptable Use Enforcement policy templates” on page 360.

Imported Templates

See “Policy template import and export” on page 330.

Classification for Enterprise Vault

See the Enterprise Vault Data Classification Services Implementation
Guide.

Solution packs

Symantec Data Loss Prevention provides solution packs for several industry
verticals. A solution pack contains configured policies, response rules, user roles,
reports, protocols, and the incident statuses that support a particular industry or
organization. For a list of available solution packs and instructions, refer to chapter
4, "Importing a solution pack" in the Symantec Data Loss Prevention Installation
Guide. You can import one solution pack to the Enforce Server.

Once you have imported the solution pack, start by reviewing its policies. By default
the solution pack activates the policies it provides.

See “Manage and add policies” on page 386.

Policy groups

You deploy policies to detection servers using policy groups. Policy groups limit
the policies, incidents, and detection mechanisms that are accessible to specific
users.

Each policy belongs to one policy group. When you configure a policy, you assign
it to a policy group. You can change the policy group assignment, but you cannot
assign a policy to more than one policy group. You deploy policy groups to one or
more detection servers.

The Enforce Server is configured with a single policy group called the Default
Policy Group. The system deploys the default policy group to all detection servers.
If you define a new policy, the system assigns the policy to the default policy group,
unless you create and specify a different policy group. You can change the name
of the default policy group. A solution pack creates several policy groups and assigns
policies to them.

After you create a policy group, you can link policies, Discover targets, and roles
to the policy group. When you create a Discover target, you must associate it with
a single policy group. When you associate a role with particular policy groups, you
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can restrict users in that role. Policies in that policy group detect incidents and report
them to users in the role that is assigned to that policy group.

The relationship between policy groups and detection servers depends on the
server type. You can deploy a policy group to one or more Network Monitor, Mobile
Email Monitor, Network Prevent, Mobile Prevent, or Endpoint Servers. Policy groups
that you deploy to an Endpoint Server apply to any DLP Agent that is registered
with that server. The Enforce Server automatically associates all policy groups with
all Network Discover Servers.

For Network Monitor and Network Prevent, each policy group is assigned to one
or more Network Monitor Servers, Email Prevent Servers, or Web Prevent Servers.
For Mobile Prevent, each policy group is assigned to one or more Mobile Prevent
for Web Servers. For Network Discover, policy groups are assigned to individual
Discover targets. A single detection server may handle as many policy groups as
necessary to scan its targets. For Endpoint Monitor, policy groups are assigned to
the Endpoint Server and apply to all registered DLP Agents.

See “Manage and add policy groups” on page 389.
See “Creating and modifying policy groups” on page 390.

Policy deployment

You can use policy groups to organize and deploy your policies in different ways.
For example, consider a situation in which your detection servers are set up across
a system that spans several countries. You can use policy groups to ensure that a
detection server runs only the policies that are valid for a specific location.

You can dedicate some of your detection servers to monitor internal network traffic
and dedicate others to monitor network exit points. You can use policy groups to
deploy less restrictive policies to servers that monitor internal traffic. At the same
time, you can deploy stricter policies to servers that monitor traffic leaving your
network.

You can use policy groups to organize policies and incidents by business units,
departments, geographic regions, or any other organizational unit. For example,
policy groups for specific departments may be appropriate where security
responsibilities are distributed among various groups. In such cases, policy groups
provide for role-based access control over the viewing and editing of incidents. You
deploy policy groups according to the required division of access rights within your
organization (for example, by business unit).

You can use policy groups for detection-server allocation, which may be more
common where security departments are centralized. In these cases, you would
carefully choose the detection server allocation for each role and reflect the server
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name in the policy group name. For example, you might name the groups Inbound
and Outbound, United States and International, or Testing and Production.

In more complex environments, you might consider some combination of the
following policy groups for deploying policies:

= Sales and Marketing - US

= Sales and Marketing - Europe

= Sales and Marketing - Asia

» Sales and Marketing - Australia, New Zealand
= Human Resources - US

» Human Resources - International

= Research and Development

» Customer service

Lastly, you can use policy groups to test policies before deploying them in production,
to manage legacy policies, and to import and export policy templates.

See “Policy groups” on page 325.

See “About role-based access control” on page 95.

Policy severity

When you configure a detection rule, you can select a policy severity level. You
can then use response rules to take action based on a severity level. For example,
you can configure a response rule to take action after a specified number of "High"
severity violations.

See “About response rule conditions” on page 1153.

The default severity level is set to "High," unless you change it. The default severity
level applies to any condition that the detection rule matches. For example, if the
default severity level is set to "High," every detection rule violation is labeled with
this severity level. If you do not want to tag every violation with a specific severity,
you can define the criteria by which a severity level is established. In this case the
default behavior is overridden. For example, you can define the "High" severity
level to be applied only after a specified number of condition matches have occurred.

See “Defining rule severity” on page 373.

In addition, you can define multiple severity levels to layer severity reporting. For
example, you can set the "High" severity level after 100 matches, and the medium
severity level to apply after 50 matches.
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Table 14-4 Rule severity levels

Rule severity level

Description

High If a condition match occurs, it is labeled "High" severity.
Medium If a condition match occurs, it is labeled "Medium" severity.
Low If a condition match occurs, it is labeled "Low" severity.
Info If a condition match occurs, it is labeled "Info" severity.

Policy authoring privileges

Policy authors configure and manage policies and their rules and exceptions. To
author policies, a user must be assigned to a role that grants the policy authoring
privilege. This role can be expanded to include management of policy groups,
scanning targets, and credentials.

Response rule authoring privileges are separate credentials from policy authoring
and administration privileges. Whether or not policy authors have response rule
authoring privileges is based on your enterprise needs.

Table 14-5 describes the typical privileges for the policy and response rule authoring
roles.

Table 14-5 Policy authoring privileges

Role privilege

Description

Author Policies

Add, configure, and manage policies.

Add, configure, and manage policy rules and exceptions.

Import and export policy templates.

Modify system-defined data identifiers and create custom data identifiers.
Add, configure, and manage User Groups.

Add response rules to policies (but do not create response rules).

See “About role-based access control” on page 95.

Enforce Server
Administration

Add, configure, and manage policy groups.
Add, configure, and manage Data Profiles.

See “Configuring roles” on page 102.

Author Response
Rules

Add, configure, and manage response rules (but do not add them to policies).

See “About response rule authoring privileges” on page 1158.
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Data Profiles

Data Profiles are user-defined configurations that you create to implement Exact
Data Matching (EDM), Indexed Document Matching (IDM), Form Recognition, and
Vector Machine Learning (VML) policy conditions.

See “Data Loss Prevention policy detection technologies” on page 336.

Table 14-6 describes the types of Data Profiles that the system supports.

Table 14-6 Types of Data Profiles

Data Profile type

Description

Exact Data Profile

An Exact Data Profile is used for Exact Data Matching (EDM) policies. The Exact Data Profile
contains data that has been indexed from a structured data source, such as a database,
directory server, or CSV file. The Exact Data Profile runs on the detection server. If an EDM
policy is deployed to an endpoint, the DLP Agent sends the message to the detection server
for evaluation (two-tier detection).

See “About the Exact Data Profile and index” on page 416.
See “Introducing profiled Directory Group Matching (DGM)” on page 742.
See “About two-tier detection for EDM on the endpoint” on page 421.

Indexed Document
Profile

An Indexed Document Profile is used for Indexed Document Matching (IDM) policies. The
Indexed Document Profile contains data that has been indexed from a collection of confidential
documents. The Indexed Document Profile runs on the detection server. If an IDM policy is
deployed to an endpoint, the DLP Agent sends the message to the detection server for
evaluation (two-tier detection).

See “About the Indexed Document Profile” on page 509.

See “About the indexing process” on page 510.

Vector Machine
Learning Profile

A Vector Machine Learning Profile is used for Vector Machine Learning (VML) policies. The
Vector Machine Learning Profile contains a statistical model of the features (keywords)
extracted from content that you want to protect. The VML profile is loaded into memory by
the detection server and DLP Agent. VML does not require two-tier detection.

See “About the Vector Machine Learning Profile” on page 565.
See “About the Vector Machine Learning Profile” on page 565.
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Table 14-6 Types of Data Profiles (continued)

Data Profile type

Description

Form Recognition
Profile

A Form Recognition Profile is used for Form Recognition policies. The Form Recognition
Profile contains blank images of forms you want to detect.

When you configure a profile, yoo specify a numeric value to represent the Fill Threshold.
This number is a value from 1-10. 1 represents a form that has been filled out minimally and
10 a form that is completely filled in. If the Fill Threshold is met or exceeded, an incident is
opened.

See “Managing Form Recognition profiles” on page 601.

User Groups

You define User Groups on the Enforce Server. User Groups contain user identity
information that you populate by synchronizing the Enforce Server with a group
directory server (Microsoft Active Directory).

You must have at least policy authoring or server administrator privileges to define
User Groups. You must define the User Groups before you synchronize users.

Once you define a User Group, you populate it with users, groups, and business
units from your directory server. After the user group is populated, you associate
it with the User/Sender and Recipient detection rules or exceptions. The policy only
applies to members of that User Group.

See “Introducing synchronized Directory Group Matching (DGM)” on page 734.
See “Configuring directory server connections” on page 140.

See “Configuring User Groups” on page 735.

Policy template import and export

You can export and import policy templates to and from the Enforce Server. This
feature lets you share policy templates across environments, version existing
policies, and archive legacy policies.

Consider a scenario where you author and refine a policy on a test system and
then export the policy as a template. You then import this policy template to a
production system for deployment to one or more detection servers. Or, if you want
to retire a policy, you export it as a template for archiving, then remove it from the
system.

See “Importing policy templates” on page 395.

See “Exporting policy detection as a template” on page 395.
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A policy template is an XML file. The template contains the policy metadata, and
the detection and the group rules and exceptions. If a policy template contains more
than one condition that requires a Data Profile, the system imports only one of these
conditions. A policy template does not include policy response rules, or modified
or custom data identifiers.

Table 14-7 describes policy template components.

Table 14-7 Components included in policy templates
Policy component Description Included in
Template
Policy metadata (name, The name of the template has to be less than 60 characters or | YES
description, label) it does not appear in the Imported Templates list.
Described Content Matching | If the template contains only DCM methods, it imports as YES
(DCM) rules and exceptions exported without changes.
Exact Data Matching (EDM) If the template contains multiple EDM or IDM match conditions, | YES
and Indexed Document only one is exported.
Matching (IDM) conditions If the template contains an EDM and an IDM condition, the
system drops the IDM.
User Group User group methods are maintained on import only if the user | NO
groups exist on the target before import.
Policy Group Policy groups do not export. On import you can select a local | NO
policy group, otherwise the system assigns the policy to the
Default Policy group.
Response Rules You must define and add response rules to policies from the | NO
local Enforce Server instance.
Data Profiles On import you must reference a locally defined Data Profile, NO
otherwise the system drops any methods that require a Data
Profile.
Custom data identifiers Modified and custom data identifiers do not export. NO
Custom protocols Custom protocols do not export. NO
Policy state Policy state (Active/Suspended) does not export. NO

Workflow for implementing policies

Policies define the content, event context, and identities you want to detect. Policies
may also define response rule actions if a policy is violated. Successful policy
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creation is a process that requires careful analysis and proper configuration to

achieve optimum results.

Table 14-8 describes the typical workflow for implementing Data Loss Prevention

policies.

Table 14-8

Policy implementation process

Action

Description

Familiarize yourself with the different types of detection
technologies and methods that Symantec Data Loss
Prevention provides, and considerations for authoring
data loss prevention policies.

See “Detecting data loss” on page 334.

See “Data Loss Prevention policy detection technologies”
on page 336.

See “Policy matching conditions” on page 339.

See “Best practices for authoring policies” on page 402.

Develop a policy detection strategy that defines the type
of data you want to protect from data loss.

See “Develop a policy strategy that supports your data
security objectives” on page 404.

Review the policy templates that ship with Symantec
Data Loss Prevention, and any templates that you import
manually or by solution pack.

See “Policy templates” on page 324.
See “Solution packs” on page 325.

Create policy groups to control how your policies are
accessed, edited, and deployed.

See “Policy groups” on page 325.
See “Policy deployment” on page 326.

To detect exact data or content or similar unstructured
data, create one or more Data Profiles.

See “Data Profiles” on page 329.

To detect exact identities from a synchronized directory
server (Active Directory), configure one or more User
Groups.

See “User Groups” on page 330.

Configure conditions for detection and group rules and
exceptions.

See “Creating a policy from a template” on page 351.

Test and tune your policies.

See “Test and tune policies to improve match accuracy”
on page 406.

Add response rules to the policy to take action when
the policy is violated.

See “About response rules” on page 1142.

Manage the policies in your enterprise.

See “Manage and add policies” on page 386.
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Viewing, printing, and downloading policy details

You may be required to share high-level details about your policies with individuals
who are not Symantec Data Loss Prevention users. For example, you might be
asked to provide policy details to an information security officer in your company,
or to and outside security auditor. To facilitate such an action, you can view and
print policy details in an easily readable format from the Policy List screen. The
policy detail view does not include any technical nomenclature or branding specific
to Symantec Data Loss Prevention. It displays the policy name, description, label,
group, status, version, and last modified date for the policy. It also displays the
detection and the response rules for that policy.

Any user with the Author Policies privilege for a given policy or set of policies can
view and print policy details.

See “Policy authoring privileges” on page 328.

Table 14-9 describes how to work with policy details.

Table 14-9 Working with policy details
Action Description
View and print details for a single policy. See “Viewing and printing policy details”
on page 397.
Download details for all policies. See “Downloading policy details” on page 398.
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This chapter includes the following topics:

= Detecting data loss

= Data Loss Prevention policy detection technologies
= Policy matching conditions

= Detection messages and message components

s Exception conditions

= Compound conditions

= Policy detection execution

= Two-tier detection for DLP Agents

Detecting data loss

Symantec Data Loss Prevention detects data from virtually any type of message
or file, any user, sender, or recipient, wherever your data or endpoints exist. You
can use Data Loss Prevention to detect both the content and the context of data
within your enterprise. You define and manage your detection policies from the
centralized, Web-based Enforce Server administration console.

See “Content that can be detected” on page 335.

See “Files that can be detected” on page 335.

See “Protocols that can be monitored” on page 335.

See “Endpoint events that can be detected” on page 336.
See “Identities that can be detected” on page 336.

See “Languages that can be detected” on page 336.
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Content that can be detected

Symantec Data Loss Prevention detects data and document content, including text,
markup, presentations, spreadsheets, archive files and their contents, email
messages, database files, designs and graphics, multimedia files, image-based
forms and more. For example, the system can open a compressed file and scan a
Microsoft Word document within the compressed file for the keyword "confidential."
If the keyword is matched, the detection engine flags the message as an incident.

Content-based detection is based on actual content, not the file itself. A detection
server can detect extracts or derivatives of protected or described content. This
content may include sections of documents that have been copied and pasted to
other documents or emails. A detection server can also identify sensitive data in a
different file format than the source file. For example, if a confidential Word file is
fingerprinted, the detection engine can match the content emailed in a PDF
attachment.

See “Content matching conditions” on page 340.

Files that can be detected

Symantec Data Loss Prevention recognizes many types of files and attachments
based on their context, including file type, file name, and file size. Symantec Data
Loss Prevention identifies over 300 types of files, including word-processing formats,
multimedia files, spreadsheets, presentations, pictures, encapsulation formats,
encryption formats, and others.

For file type detection, the system does not rely on the file extension to identify the
file type. For example, the system recognizes a Microsoft Word file even if a user
changes the file extension to .txt. In this case the detection engine checks the binary
signature of the file to match its type.

See “File property matching conditions” on page 341.

Protocols that can be monitored

Symantec Data Loss Prevention detects messages on the network by identifying
the protocol signature: email (SMTP), Web (HTTP), file transfer (FTP), newsgroups
(NNTP), TCP, Telnet, and SSL.

You can configure a detection server to listen on non-default ports for data loss
violations. For example, if your network transmits Web traffic on port 81 instead of
port 80, the system still recognizes the transmitted content as HTTP.

See “Protocol matching condition for network and mobile” on page 342.
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Endpoint events that can be detected

Symantec Data Loss Prevention lets you detect data loss violations at several
endpoint destinations. These destinations include the local drive, CD/DVD drive,
removable storage devices, network file shares, Windows Clipboard, printers and
faxes, and application files. You can also detect protocol events on the endpoint
for email (SMTP), Web (HTTP), and file transfer (FTP) traffic.

For example, the DLP Agent (installed on each endpoint computer) can detect the
copying of a confidential file to a USB device. Or, the DLP Agent can allow the
copying of files only to a specific class of USB device that meets corporate encryption
requirements.

See “Endpoint matching conditions” on page 343.

Identities that can be detected

Symantec Data Loss Prevention lets you detect the identity of data users, message
senders, and message recipients using a variety of methods. These methods include
described identity patterns and exact identities matched from a directory server or
a corporate database.

For example, you can detect email messages sent by a specific user, or allow email
messages sent to or from a specific group of users as defined in your Microsoft
Active Directory server.

See “Groups (identity) matching conditions” on page 343.

Languages that can be detected

Symantec Data Loss Prevention provides broad international support for detecting
data loss in many languages. Supported languages include most Western and
Central European languages, Hebrew, Arabic, Chinese (simplified and traditional),
Japanese, Korean, and more.

The detection engine uses Unicode internally. You can build localized policy rules
and exceptions using any detection technology in any supported language.

See “Supported languages for detection” on page 76.

See “Detecting non-English language content” on page 683.

Data Loss Prevention policy detection technologies

Symantec Data Loss Prevention provides several types of detection technologies
to help you author policies to detect data loss. Each type of detection technology
provides unique capabilities. Often you combine technologies in policies to achieve
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precise detection results. In addition, Symantec Data Loss Prevention provides you
with several ways to extend policy detection and match any type of data, content,
or files you want.

See “About Data Loss Prevention policies” on page 321.

See “Best practices for authoring policies” on page 402.

Table 15-1 lists the various types of the detection technologies and customizations
provided by Data Loss Prevention.

Table 15-1 Data Loss Prevention detection technologies

Technology

Description

Exact Data Matching (EDM)

Use EDM to detect personally identifiable information.

See “Introducing Exact Data Matching (EDM)” on page 412.

Indexed Document Matching
(IDM)

Use IDM to detect exact files and file contents, and derivative content.

See “Introducing Indexed Document Matching (IDM)” on page 505.

Vector Machine Learning
(VML)

Use VML to detect similar document content.

See “Introducing Vector Machine Learning (VML)” on page 564.

Form Recognition

Use Form Recognition to detect images of forms that belong to a gallery associated
to a Form Recognition policy.

See “About Form Recognition detection” on page 596.

Directory Group Matching
(DGM)

Use DGM to detect exact identities synchronized from a directory server or profiled
from a database.

See “Introducing synchronized Directory Group Matching (DGM)” on page 734.
See “Introducing profiled Directory Group Matching (DGM)” on page 742.
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Table 15-1 Data Loss Prevention detection technologies (continued)

Technology

Description

Described Content Matching
(DCM)

Use DCM to detect message content and context, including:

Data Identifiers to match content using precise patterns and data validators.
See “Introducing data identifiers” on page 605.

Keywords to detect content using key words, key phrases, and keyword dictionaries.
See “Introducing keyword matching” on page 663.

Regular Expressions to detect characters, patterns, and strings.

See “Introducing regular expression matching” on page 677.

File properties to detect files by type, name, size, and custom type.

See “Introducing file property detection” on page 688.

User, sender, and recipient patterns to detect described identities.

See “Introducing described identity matching” on page 724.

Protocol signatures to detect network and mobile traffic.

See “Introducing protocol monitoring for network” on page 707.

See “Introducing protocol monitoring for mobile” on page 708.

Destinations, devices, and protocols to detect endpoint events.

See “Introducing endpoint event detection” on page 713.
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Table 15-1 Data Loss Prevention detection technologies (continued)
Technology Description
Custom policy detection Data Loss Prevention provides methods for customizing and extending detection,
methods including:

» Custom Data Identifiers
Implement your own data identifier patterns and system-defined validators.
See “Introducing data identifiers” on page 605.
» Custom script validators for Data Identifiers
Use the Symantec Data Loss Prevention Scripting Language to validate custom
data types.
See “Workflow for creating custom data identifiers” on page 644.
= Custom file type identification
Use the Symantec Data Loss Prevention Scripting Language to detect custom file
types.
See “About custom file type identification” on page 689.
= Custom endpoint device detection
Detect or allow any endpoint device using regular expressions.
See “About endpoint device detection” on page 715.
s Custom network protocol detection
Define custom TCP ports to tap.
See “Introducing protocol monitoring for network” on page 707.
= Custom content extraction
Use a plug-in to identify custom file formats and extract file contents for analysis
by the detection server.
See “Overview of detection file format support” on page 748.

Policy matching conditions

Symantec Data Loss Prevention provides several types of match conditions, each
offering unique detection capabilities. You implement match conditions in policies
as rules or exceptions. Detection rules use conditions to match message content
or context. Group rules use conditions to match identities. You can also use
conditions as detection and group policy exceptions.

See “Exception conditions” on page 346.

Table 15-2 lists the various types of policy matching conditions provided by Data
Loss Prevention.
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Table 15-2 Policy match condition types
Condition type Description
Content See “Content matching conditions” on page 340.
File property See “File property matching conditions” on page 341.
Protocol See “Protocol matching condition for network and mobile” on page 342.
Endpoint See “Endpoint matching conditions” on page 343.
Groups (identity) See “Groups (identity) matching conditions” on page 343.

Content matching conditions

Symantec Data Loss Prevention provides several conditions to match message
content. Certain content conditions require an associated Data Profile and index.
For content detection, you can match on individual message components, including
header, body, attachments, and subject for some conditions.

See “Detection messages and message components” on page 344.
See “Content that can be detected” on page 335.

Table 15-3 lists the content matching conditions that you can use without a Data
Profile and index.

Table 15-3 Content matching conditions
Content rule type Description
Content Matches Regular Match described content using regular expressions.

Expression See “Introducing regular expression matching” on page 677.

See “Configuring the Content Matches Regular Expression condition” on page 679.

Content Matches Keyword Match described content using keywords, key phrases, and keyword dictionaries
See “Introducing keyword matching” on page 663.

See “Configuring the Content Matches Keyword condition” on page 670.

Content Matches Data Match described content using Data Identifier patterns and validators.

Identifier See “Introducing data identifiers” on page 605.

See “Configuring the Content Matches data identifier condition” on page 619.

Table 15-4 lists the content matching conditions that require a Data Profile and
index.
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See “Data Profiles” on page 329.

See “Two-tier detection for DLP Agents” on page 348.

Table 15-4

Index-based content matching conditions

Content rule type

Description

Content Matches Exact Data
From an Exact Data Profile
(EDM)

Match exact data profiled from a structured data source such as a database or CSV
file.

See “Introducing Exact Data Matching (EDM)” on page 412.
See “Configuring the Content Matches Exact Data policy condition” on page 440.

Note: This condition requires two-tier detection on the endpoint. See “About two-tier
detection for EDM on the endpoint” on page 421.

Content Matches Document
Signature From an Indexed
Document Profile (IDM)

Match files and file contents exactly or partially using fingerprinting
See “Introducing Indexed Document Matching (IDM)” on page 505.

See “Configuring the Content Matches Document Signature policy condition”
on page 542.

Note: This condition requires two-tier detection on the endpoint. See “About the
Indexed Document Profile” on page 509.

Detect using Vector Machine
Learning profile (VML)

Match file contents with features similar to example content you have trained.
See “Introducing Vector Machine Learning (VML)” on page 564.

See “Configuring the Detect using Vector Machine Learning Profile condition”
on page 580.

File property matching conditions

Symantec Data Loss Prevention provides several conditions to match file properties,

including file type, file size, and file name.

See “Files that can be detected” on page 335.

Table 15-5

File property match conditions

Condition type

Description

Message Attachment or File
Type Match

Match specific file formats and document attachments.
See “About file type matching” on page 688.
See “Configuring the Message Attachment or File Type Match condition” on page 692.
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Table 15-5 File property match conditions (continued)

Condition type

Description

Message Attachment or File
Size Match

Match files or attachments over or under a specified size.
See “About file size matching” on page 690.

See “Configuring the Message Attachment or File Size Match condition” on page 693.

Message Attachment or File
Name Match

Match files or attachments that have a specific name or match wildcards.
See “About file name matching” on page 691.

See “Configuring the Message Attachment or File Name Match condition”
on page 694.

Message/Email Properties and
Attributes

Classify Microsoft Exchange email messages based on specific message attributes
(MAPI attributes).

See “Configuring the Message/Email Properties and Attributes condition” on page 704.

Note: This condition is available for use with Data Classification for Enterprise Vault.
See the Enterprise Vault Data Classification Services Implementation Guide.

Custom File Type Signature

Match custom file types based on their binary signature using scripting.
See “About custom file type identification” on page 689.

See “Enabling the Custom File Type Signature condition in the policy console”
on page 696.

Protocol matching condition for network and mobile

Symantec Data Loss Prevention provides the single Protocol Monitoring condition
to match network and mobile traffic for policy detection rules and exceptions.

See “Protocols that can be monitored” on page 335.

Table 15-6 Protocol matching condition for network and mobile monitoring

Match condition

Description

Protocol Monitoring

Match incidents on the network transmitted using a specified protocol, including
SMTP, FTP, HTTP/S, IM, and NNTP.

See “Introducing protocol monitoring for network” on page 707.

See “Configuring the Protocol Monitoring condition for network detection” on page 709.

Match incidents sent to and from mobile devices over the HTTP/S and FTP protocols.
See “Introducing protocol monitoring for mobile” on page 708.

See “Configuring the Protocol Monitoring condition for mobile detection” on page 710.
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Endpoint matching conditions

Symantec Data Loss Prevention provides several conditions for matching endpoint

events.

See “Endpoint events that can be detected” on page 336.

Table 15-7 Endpoint matching conditions

Condition

Description

Protocol or Endpoint
Monitoring

Match endpoint messages transmitted using a specified transport protocol or when
data is moved or copied to a particular destination.

See “Introducing endpoint event detection” on page 713.

See “Configuring the Endpoint Monitoring condition” on page 716.

Endpoint Device Class or ID

Match endpoint events occurring on specified hardware devices.
See “Introducing endpoint event detection” on page 713.

See “Configuring the Endpoint Device Class or ID condition” on page 719.

Endpoint Location

Match endpoint events depending if the DLP Agent is on or off the corporate network.
See “Introducing endpoint event detection” on page 713.

See “Configuring the Endpoint Location condition” on page 718.

Groups (identity) matching conditions

Symantec Data Loss Prevention provides several conditions for matching the identity
of users and groups, and message senders and recipients.

The sender and recipient pattern rules are reusable across policies. The Directory
Group Matching (DGM) rules let you match on sender and recipients derived from
Active Directory (synchronized DGM) or from an Exact Data Profile (profiled DGM).

See “ldentities that can be detected” on page 336.

See “Two-tier detection for DLP Agents” on page 348.

Table 15-8 Available group rules for identity matching

Group rule

Description

Sender/User Matches Pattern

Match message senders and users by email address, user ID, IM screen name,
and IP address.

See “Introducing described identity matching” on page 724.

See “Configuring the Sender/User Matches Pattern condition” on page 726.

343



Table 15-8

Overview of policy detection
Detection messages and message components

Available group rules for identity matching (continued)

Group rule

Description

Recipient Matches Pattern

Match message recipients by email or IP address, or Web domain.
See “Introducing described identity matching” on page 724.

See “Configuring the Recipient Matches Pattern condition” on page 729.

Sender/User based on a
Directory Server Group

Match message senders and users from a synchronized directory server.
See “Introducing synchronized Directory Group Matching (DGM)” on page 734.

See “Configuring the Sender/User based on a Directory Server Group condition”
on page 738.

Sender/User based on a
Directory from: an Exact Data
Profile

Match message senders and users from a profiled directory server.
See “Introducing profiled Directory Group Matching (DGM)” on page 742.

See “Configuring the Sender/User based on a Profiled Directory condition”
on page 744.

Note: This condition requires two-tier detection on the endpoint. See “About two-tier
detection for profiled DGM” on page 742.

Recipient based on a Directory
Server Group

Match message recipients from a synchronized directory server.
See “Introducing synchronized Directory Group Matching (DGM)” on page 734.

See “Configuring the Recipient based on a Directory Server Group condition”
on page 739.

Note: This condition requires two-tier detection on the endpoint. See “About two-tier
detection for synchronized DGM” on page 735.

Recipient based on a Directory
from: an Exact Data Profile

Match message recipients from a profiled directory server.
See “Configuring Exact Data profiles for DGM” on page 743.
See “Configuring the Recipient based on a Profiled Directory condition” on page 745.

Note: This condition requires two-tier detection on the endpoint. See “About two-tier
detection for profiled DGM” on page 742.

Detection messages and message components

Data Loss Prevention detection servers and DLP Agents receive input data for
analysis in the form of messages. The system determines the message type; for
example, an email or a Word document. Depending on the message type, the

system either parses the message content into components (header, subject, body,
attachments), or it leaves the message intact. The system evaluates the message
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or message components to see if any policy match conditions apply. If a condition
applies and it supports component matching, the system evaluates the content
against each selected message component. If the condition does not support
component matching, the system evaluates the entire message against the match
condition.

See “Selecting components to match on” on page 376.

The content-based conditions support cross-component matching. You can configure
the DCM content conditions to match across all message components. The EDM
condition matches on message envelope, body, and attachments. The document
conditions match on the message body and attachments, except File Type and
Name which only match on the attachment. Protocol, endpoint, and identity
conditions match on the entire message, as does any condition evaluated by the
DLP Agent. The subject component only applies to SMTP email or NNTP messages,
and Data Classification.

See “About matching on the message Subject for Data Classification Services”
on page 702.

Table 15-9 summarizes the component matching supported by each match condition
type.

Table 15-9 Message components to match on
Condition type Envelope Subject Body Attachment(s)
Described content (DCM) match match match match

conditions for content detection:

Keyword, Data Identifier, Regular

Expression

Exact Data Matching (EDM) match match match
Indexed Document Matching match match
(IDM)

Vector Machine Learning (VML) match match
Form Recognition match
File Size (DCM) match match
File Type and File Name (DCM) match

Protocol (DCM)

match (entire message)

Endpoint (DCM)

match (entire message)

Identity (DCM and DGM) match (entire message)
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Table 15-9 Message components to match on (continued)
Condition type Envelope Subject Body Attachment(s)
Any condition evaluated by the match (entire message)
DLP Agent

Exception conditions

Symantec Data Loss Prevention provides policy exceptions to exclude messages
and message components from matching. You can use exception conditions to
refine the scope of your detection and group rules.

See “Use a limited number of exceptions to narrow detection scope” on page 408.

Warning: Do not use multiple compound exceptions in a single policy. Doing so can
cause detection to run out of memory. If you find that the policy needs multiple
compound exceptions to produce matches, you should reconsider the design of
the matching conditions.

The system evaluates an inbound message or message component against policy
exceptions before policy rules. If the exception supports cross-component matching
(content-based exceptions), the exception can be configured to match on individual
message components. Otherwise, the exception matches on the entire message.

If an exception is met, the system ejects the entire message or message component
containing the content that triggered the exception. The ejected message or message
component is no longer available for evaluation against policy rules. The system
does not discard only the matched content or data item; it discards the entire
message or message component that contained the excepted item.

Note: Symantec Data Loss Prevention does not support match-level exceptions,
only component or message-level exceptions.

For example, consider a policy that has a detection rule with one condition and an
exception with one condition. The rule matches messages containing Microsoft
Word attachments and generates an incident for each match. The exception
excludes from matching messages from ceo@company.com. An email from
ceolcompany . com that contains a Word attachment is excepted from matching and
does not trigger an incident. The detection exception condition excluding
ceo@company.com messages takes precedence over the detection rule match
condition that would otherwise match on the message.
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See “Policy detection execution” on page 347.

You can implement any condition as an exception, except the EDM condition
Content Matches Exact Data From. In addition, Network Prevent for Web does
not support synchronized DGM exceptions. You can implement IDM as an exception,
but the exception excludes exact files from matching, not file contents. To exclude
file contents, you "whitelist" it. VML can be used as an exception if the content is
from the same category.

See “Adding an exception to a policy” on page 377.
See “CAN-SPAM Act policy template” on page 1040.

See “White listing file contents to exclude from partial matching” on page 521.

Compound conditions

A valid policy must declare at least one rule that defines at least one match condition.
The condition matches input data to detect data loss. A rule with a single condition
is a simple rule. Optionally, you can declare multiple conditions within a single
detection or group rule. A rule with multiple conditions is a compound condition.

For compound conditions, each condition in the rule must match to trigger a violation.
Thus, for a single policy that declares one rule with two conditions, if one condition
matches but the other does not, detection does not report a match. If both conditions
match, detection reports a match, assuming that the rule is set to count all matches.
In programmatic terms, two or more conditions in the same rule are ANDed together.

Like rules, you can declare multiple conditions within a single exception. In this
case, all conditions in the exception must match for the exception to apply.

See “Policy detection execution” on page 347.
See “Use compound conditions to improve match accuracy” on page 408.

See “Exception conditions” on page 346.

Policy detection execution

You can include any combination of detection rules, group rules, and exceptions
in a single policy. A detection server evaluates policy exceptions first. If any
exception is met, the entire message or message component matching the exception
is ejected and is no longer available for policy matching.

The detection server evaluates the detection and group rules in the policy on a
per-rule basis. In programmatic terms, where you have a single policy definition,
the connection between conditions in the same rule or exception is AND (compound
conditions). The connection between two or more rules of the same type is OR (for
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example, 2 detection rules). But, if you combine rules of different type in a single
policy (for example, 1 detection rule and 1 group rule), the connection between the
rules is AND. In this configuration both rules must match to trigger an incident.
However, exception conditions created across the "Detection” and "Groups" tabs
are connected by an implicit OR.

See “Compound conditions” on page 347.
See “Exception conditions” on page 346.

Table 15-10 summarizes the policy condition execution logic for the detection server
for various policy configurations.

Table 15-10 Policy condition execution logic
Policy configuration Logic Description
Compound conditions AND If a single rule or exception in a policy contains two or more

match conditions, all conditions must match.

Rules or exceptions of same | OR If there are two detection rules in a single policy, or two group

type

rules in a single policy, or two exceptions of the same type
(detection or group), the rules or exceptions are independent
of each other.

Rules of different type

AND If one or more detection rules is combined with one or more
group rules in a single policy, the rules are dependent.

Exceptions of different type | OR If one or more detection exceptions is combined with one or

more group exceptions in a single policy, the exceptions are
independent.

Two-tier detection for DLP Agents

Symantec Data Loss Prevention uses a two-tier detection architecture to analyze
activity on endpoints for some index-based match conditions.

Two-tier detection requires communication and data transfer between the DLP
Agent and the Endpoint Server to detect incidents. If a match condition requires
two-tier detection, the condition is not evaluated locally on the endpoint by the DLP
Agent. Instead, the DLP Agent sends the data to the Endpoint Server for policy
evaluation.

See “Guidelines for authoring Endpoint policies” on page 1688.

The effect of two-tier detection is that policy evaluation is delayed for the time it
takes the data to be sent to and evaluated by the Endpoint Server. If the DLP Agent
is not connected to the network or cannot communicate with the Endpoint Server,
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the condition requiring two-tier detection is not evaluated until the DLP Agent
connects. This delay can impact performance of the DLP Agent if the message is
a large file or attachment.

See “Troubleshooting policies” on page 399.

Two-tier detection has implications for the kinds of policies you author for endpoints.
You can reduce the potential bottleneck of two-tier detection by being aware of the
detection conditions that require two-tier detection and author your endpoint policies
in such a way to eliminate or reduce the need for two-tier detection.

See “Author policies to limit the potential effect of two-tier detection” on page 409.

Table 15-11 lists the detection conditions that require two-tier detection on the
endpoint.

Note: You cannot combine an Endpoint Prevent: Notify or Block response rule with
two-tier match conditions, including Exact Data Matching (EDM), Directory Group
Matching (DGM), and Indexed Document Matching (IDM) when two-tier detection
is enabled. If you do, the system displays a warning for both the detection condition
and the response rule.

Table 15-11 Policy matching conditions requiring two-tier detection

Detection technology

Match condition Description

Exact Data Matching (EDM)

Content Matches Exact Data from
an Exact Data Profile

See “Introducing Exact Data Matching
(EDM)” on page 412.

See “About two-tier detection for EDM
on the endpoint” on page 421.
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Profiled Directory Group Matching
(DGM)

Sender/User based on a Directory
from an Exact Data Profile

Recipient based on a Directory from
an Exact Data Profile

See “Introducing profiled Directory
Group Matching (DGM)” on page 742.

See “About two-tier detection for
profiled DGM” on page 742.

Synchronized Directory Group
Matching (DGM)

Recipient based on a Directory
Server Group

See “Introducing synchronized
Directory Group Matching (DGM)”
on page 734.

See “About two-tier detection for
synchronized DGM” on page 735.
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Policy matching conditions requiring two-tier detection (continued)

Detection technology

Match condition

Description

Indexed Document Matching (IDM)

Content Matches Document
Signature from an Indexed Document
Profile

See “Introducing Indexed Document
Matching (IDM)” on page 505.

See “Two-tier IDM detection”
on page 508.

Note: Two-tier detection for IDM only
applies if it is enabled on the Endpoint
Server (two_tier_idm = on). If Endpoint
IDM is enabled (two_tier_idm = off),
two-tier detection is not used.




Creating policies from
templates

This chapter includes the following topics:

» Creating a policy from a template

= US Regulatory Enforcement policy templates

» UK and International Regulatory Enforcement policy templates
= Customer and Employee Data Protection policy templates

» Confidential or Classified Data Protection policy templates

= Network Security Enforcement policy templates

= Acceptable Use Enforcement policy templates

» Choosing an Exact Data Profile

= Choosing an Indexed Document Profile

Creating a policy from a template

You can create a policy from a system-provided template or from a template you
import to the Enforce Server.

See “Policy templates” on page 324.
See “Policy template import and export” on page 330.
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Table 16-1 Create a policy from a template

Action

Description

Add a policy from a template.

See “Adding a new policy or policy template” on page 365.

Choose the template you want to
use.

At the Manage > Policies > Policy List > New Policy - Template List screen the
system lists all policy templates.

System-provided template categories:

s See “US Regulatory Enforcement policy templates” on page 354.

= See “UK and International Regulatory Enforcement policy templates” on page 356.
= See “Customer and Employee Data Protection policy templates” on page 357.
= See “Confidential or Classified Data Protection policy templates” on page 358.
= See “Network Security Enforcement policy templates” on page 360.

»  See “Acceptable Use Enforcement policy templates” on page 360.

Imported Templates appear individually after import:

s See “Importing policy templates” on page 395.

Note: See the Enterprise Vault Data Classification Services Implementation Guide
for information about Classification policy templates.

Click Next to configure the policy.

For example, select the Webmail policy template and click Next.

See “Configuring policies” on page 366.

Choose a Data Profile (if
prompted).

If the template relies on one or more Data Profiles, the system prompts you to
select each:

= Exact Data Profile
See “Choosing an Exact Data Profile” on page 362.
= Indexed Document Profile
See “Choosing an Indexed Document Profile” on page 363.

If you do not have a Data Profile, you can either:

= Cancel the policy definition process, define the profile, and resume creating the
policy from the template.

s Click Next to configure the policy.
On creation of the policy, the system drops any rules or exceptions that rely on
the Data Profile.

Note: You should use a profile if a template calls for it.
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Table 16-1 Create a policy from a template (continued)

Action

Description

Edit the policy name or
description (optional).

If you intend to modify a system-defined template, you may want to change the
name so you can distinguish it from the original.

See “Configuring policies” on page 366.

Note: If you want to export the policy as a template, the policy name must be less
than 60 characters. If it is more, the template does not appear in the Imported
Templates section of the Template List screen.

Note: The Policy Label field is reserved for the Veritas Data Insight Self-Service
Portal.

Select a policy group (if
necessary).

If you have defined a policy group, select it from the Policy Group list.
See “Creating and modifying policy groups” on page 390.

If you have not defined a policy group, the system deploys the policy to the Default
Policy Group.

Edit the policy rules or exceptions
(if necessary).

The Configure Policy screen displays the rules and exceptions (if any) provided
by the policy.

You can modify, add, and remove policy rules and exceptions to meet your
requirements.

See “Configuring policy rules” on page 370.

See “Configuring policy exceptions” on page 380.

Save the policy and export it
(optional).

Click Save to save the policy.
You can export policy detection as a template for sharing or archiving.
See “Exporting policy detection as a template” on page 395.

For example, if you changed the configuration of a system-defined policy template,
you may want to export it for sharing across environments.

Test and tune the policy
(recommended).

Test and tune the policy using data the policy should and should not detect.

Review the incidents that the policy generates. Refine the policy rules and
exceptions as necessary to reduce false positives and false negatives.

Add response rules (optional).

Add response rules to the policy to report and remediate violations.
See “Implementing response rules” on page 1158.

Note: Response rules are not included in policy templates.
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US Regulatory Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates supporting US
Regulatory Enforcement guidelines.

See “Creating a policy from a template” on page 351.

Table 16-2 US Regulatory Enforcement policy templates

Policy template

Description

CAN-SPAM Act

Establishes requirements for sending commercial email.

See “CAN-SPAM Act policy template” on page 1040.

Defense Message System (DMS) GENSER
Classification

Detects information classified as confidential.

See “Defense Message System (DMS) GENSER Classification
policy template” on page 1049.

Export Administration Regulations (EAR)

Enforces the U.S. Department of Commerce Export Administration
Regulations (EAR).

See “Export Administration Regulations (EAR) policy template”
on page 1053.

FACTA 2003 (Red Flag Rules)

Enforces sections 114 and 315 (or Red Flag Rules) of the Fair
and Accurate Credit Transactions Act (FACTA) of 2003.

See “FACTA 2003 (Red Flag Rules) policy template” on page 1054.

Gramm-Leach-Bliley

This policy limits sharing of consumer information by financial
institutions.

See “Gramm-Leach-Bliley policy template” on page 1091.

HIPAA and HITECH (including PHI)

This policy enforces the US Health Insurance Portability and
Accountability Act (HIPAA).

See “HIPAA and HITECH (including PHI) policy template”
on page 1093.

International Traffic in Arms Regulations (ITAR)

This policy enforces the US Department of State ITAR provisions.

See “International Traffic in Arms Regulations (ITAR) policy
template” on page 1099.

NASD Rule 2711 and NYSE Rules 351 and 472

This policy protects the name(s) of any companies that are involved
in an upcoming stock offering.

See “NASD Rule 2711 and NYSE Rules 351 and 472 policy
template” on page 1102.
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US Regulatory Enforcement policy templates (continued)

Policy template

Description

NASD Rule 3010 and NYSE Rule 342

This policy monitors brokers-dealers communications.

See “NASD Rule 3010 and NYSE Rule 342 policy template”
on page 1104.

NERC Security Guidelines for Electric Utilities

This policy detects the information that is outlined in the North
American Electric Reliability Council (NERC) security guidelines
for the electricity sector.

See “NERC Security Guidelines for Electric Utilities policy template”
on page 1105.

Office of Foreign Assets Control (OFAC)

This template detects communications involving targeted OFAC
groups.

See “Office of Foreign Assets Control (OFAC) policy template”
on page 1108.

OMB Memo 06-16 and FIPS 199 Regulations

This template detects information that is classified as confidential.

See “OMB Memo 06-16 and FIPS 199 Regulations policy template”
on page 1110.

Payment Card Industry Data Security Standard

This template detects Visa and MasterCard credit card number
data.

See “Payment Card Industry (PCl) Data Security Standard policy
template” on page 1112.

Sarbanes-Oxley

This template detects sensitive financial data.

See “Sarbanes-Oxley policy template” on page 1120.

SEC Fair Disclosure Regulation

This template detects data disclosure of material financial
information.

See “SEC Fair Disclosure Regulation policy template” on page 1122.

State Data Privacy

This template detects breaches of state-mandated confidentiality.

See “State Data Privacy policy template” on page 1126.

US Intelligence Control Markings (CAPCO) and
DCID 1/7

This template detects authorized terms to identify classified
information in the US Federal Intelligence community.

See “US Intelligence Control Markings (CAPCQO) and DCID 1/7
policy template” on page 1133.
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Symantec Data Loss Prevention provides several policy templates for UK and
International Regulatory Enforcement.

See “Creating a policy from a template” on page 351.

Table 16-3

UK and International Regulatory Enforcement policy templates

Policy template

Description

Caldicott Report

This policy protects UK patient information.

See “Caldicott Report policy template” on page 1038.

UK Data Protection Act 1998

This policy protects personal identifiable information.

See “Data Protection Act 1998 (UK) policy template” on page 1045.

EU Data Protection Directives

This policy detects personal data specific to the EU directives.

See “Data Protection Directives (EU) policy template” on page 1047.

General Data Protection Regulations
(Banking and Finance)

This policy protects personal identifiable information related to banking and
finance.

See “General Data Protection Regulations (Banking and Finance)”
on page 1060.

General Data Protection Regulations
(Digital Identity)

This policy protects personal identifiable information related to digital identity.

See “General Data Protection Regulations (Digital Identity)” on page 1069.

General Data Protection Regulations
(Government Identification)

This policy protects personal identifiable information related to government
identification.

See “General Data Protection Regulations (Government Identification)”
on page 1070.

General Data Protection Regulations
(Healthcare and Insurance)

This policy protects personal identifiable information related to healthcare
and insurance.

See “General Data Protection Regulations (Healthcare and Insurance)”
on page 1081.

General Data Protection Regulations
(Personal Profile)

This policy protects personal identifiable information related to personal
profile data.

See “General Data Protection Regulations (Personal Profile)” on page 1088.
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Table 16-3 UK and International Regulatory Enforcement policy templates
(continued)

Policy template Description

General Data Protection Regulations This policy protects personal identifiable information related to travel.

(Travel) See “General Data Protection Regulations (Travel)” on page 1089.

Human Rights Act 1998 This policy enforces Article 8 of the act for UK citizens.
See “Human Rights Act 1998 policy template” on page 1097.

PIPEDA This policy detects Canadian citizen customer data.

See “PIPEDA policy template” on page 1113.

Customer and Employee Data Protection policy
templates

Symantec Data Loss Prevention provides several policy templates for Customer
and Employee Data Protection.

See “Creating a policy from a template” on page 351.

Table 16-4 Customer and Employee Data Protection policy templates
Policy template Description
Canadian Social Insurance Numbers This policy detects patterns indicating Canadian social insurance
numbers.

See “Canadian Social Insurance Numbers policy template” on page 1039.

Credit Card Numbers This policy detects patterns indicating credit card numbers.

See “Credit Card Numbers policy template” on page 1043.

Customer Data Protection This policy detects customer data.

See “Customer Data Protection policy template” on page 1044.

Employee Data Protection This policy detects employee data.

See “Employee Data Protection policy template” on page 1051.

Individual Taxpayer Identification Numbers | This policy detects IRS-issued tax processing numbers.

(ITIN) See “Individual Taxpayer Identification Numbers (ITIN) policy template”

on page 1098.
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Customer and Employee Data Protection policy templates
(continued)

Policy template

Description

SWIFT Codes

This policy detects codes banks use to transfer money across
international borders.

See “SWIFT Codes policy template” on page 1129.

UK Drivers License Numbers

This policy detects UK Drivers License Numbers.

See “UK Drivers License Numbers policy template” on page 1130.

UK Electoral Roll Numbers

This policy detects UK Electoral Roll Numbers.
See “UK Electoral Roll Numbers policy template” on page 1131.

UK National Insurance Numbers

This policy detects UK National Insurance Numbers.

See “UK National Insurance Numbers policy template” on page 1131.

UK National Health Service Number

This policy detects personal identification numbers issued by the NHS.

See “UK National Health Service (NHS) Number policy template”
on page 1131.

UK Passport Numbers

This policy detects valid UK passports.
See “UK Passport Numbers policy template” on page 1132.

UK Tax ID Numbers

This policy detects UK Tax ID Numbers.
See “UK Tax ID Numbers policy template” on page 1132.

US Social Security Numbers

This policy detects patterns indicating social security numbers.

See “US Social Security Numbers policy template” on page 1134.

Confidential or Classified Data Protection policy

templates

Symantec Data Loss Prevention provides several policy templates for Confidential

or Classified Data Protection.

See “Creating a policy from a template” on page 351.
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Confidential or Classified Data Protection policy templates

Policy template

Description

Confidential Documents

This policy detects company-confidential documents.

See “Confidential Documents policy template” on page 1042.

Design Documents

This policy detects various types of design documents.

See “Design Documents policy template” on page 1050.

Encrypted Data

This policy detects the use of encryption by a variety of methods.

See “Encrypted Data policy template” on page 1053.

Financial Information

This policy detects financial data and information.

See “Financial Information policy template” on page 1058.

Merger and Acquisition Agreements

This policy detects information and communications about upcoming merger
and acquisition activity.

See “Merger and Acquisition Agreements policy template” on page 1101.

Price Infomation

This policy detects specific SKU or pricing information.

See “Price Information policy template” on page 1115.

Project Data

This policy detects discussions of sensitive projects.

See “Project Data policy template” on page 1116.

Proprietary Media Files

This policy detects various types of video and audio files.

See “Proprietary Media Files policy template” on page 1116.

Publishing Documents

This policy detects various types of publishing documents.

See “Publishing Documents policy template” on page 1117.

Resumes

This policy detects active job searches.

See “Resumes policy template” on page 1119.

Source Code

This policy detects various types of source code.

See “Source Code policy template” on page 1125.

Symantec DLP Awareness and Avoidance

This policy detects any communications that refer to Symantec DLP or
other data loss prevention systems and possible avoidance of detection.

See “Symantec DLP Awareness and Avoidance policy template”
on page 1130.
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Network Security Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates for Network
Security Enforcement.

See “Creating a policy from a template” on page 351.

Table 16-6

Network Security Enforcement policy templates

Policy template

Description

Common Spyware Upload Sites

This policy detects access to common spyware upload Web sites.

See “Common Spyware Upload Sites policy template” on page 1041.

Network Diagrams

This policy detects computer network diagrams.

See “Network Diagrams policy template” on page 1106.

Network Security

This policy detects evidence of hacking tools and attack planning.

See “Network Security policy template” on page 1107.

Password Files

This policy detects password file formats.

See “Password Files policy template” on page 1111.

Acceptable Use Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates for allowing
acceptable uses of information.

See “Creating a policy from a template” on page 351.

Table 16-7

Acceptable Use Enforcement policy templates

Policy template

Description

Competitor Communications

This policy detects forbidden communications with competitors.

See “Competitor Communications policy template” on page 1042.

Forbidden Websites

This policy detects access to specified Web sites.

See “Forbidden Websites policy template” on page 1059.

Gambling

This policy detects any reference to gambling.

See “Gambling policy template” on page 1060.
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Acceptable Use Enforcement policy templates (continued)

Policy template

Description

lllegal Drugs This policy detects conversations about illegal drugs and controlled
substances.
See “lllegal Drugs policy template” on page 1098.

Media Files This policy detects various types of video and audio files.

See “Media Files policy template” on page 1100.

Offensive Language

This policy detects the use of offensive language.

See “Offensive Language policy template” on page 1107.

Racist Language

This policy detects the use of racist language.

See “Racist Language policy template” on page 1118.

Restricted Files

This policy detects various file types that are generally inappropriate to send
out of the company.

See “Restricted Files policy template” on page 1118.

Restricted Recipients

This policy detects communications with specified recipients.

See “Restricted Recipients policy template” on page 1118.

Sexually Explicit Language

This policy detects sexually explicit content.

See “Sexually Explicit Language policy template” on page 1124.

Violence and Weapons

This policy detects violent language and discussions about weapons.

See “Violence and Weapons policy template” on page 1134.

Webmail

This policy detects the use of a variety of Webmail services.

See “Webmail policy template” on page 1135.

Yahoo Message Board Activity

This policy detects Yahoo message board activity.

See “Yahoo Message Board Activity policy template” on page 1136.

Yahoo and MSN Messengers on Port
80

This policy detects Yahoo IM and MSN Messenger activity.
See “Yahoo and MSN Messengers on Port 80 policy template” on page 1137.
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Choosing an Exact Data Profile

If the policy template you select implements Exact Data Matching (EDM), the system
prompts you to choose an Exact Data Profile. Table 16-8 lists the policy templates
that are based on Exact Data Profiles.

If you do not have an Exact Data Profile, you can cancel policy creation and define
a profile. Or, you can choose not to use an Exact Data Profile. In this case the
system disables the associated EDM detection rules in the policy template. You
can use any DCM rules or exceptions the policy template provides.

See “Introducing Exact Data Matching (EDM)” on page 412.

See “About the Exact Data Profile and index” on page 416.

To choose an Exact Data Profile

1 Select an Exact Data Profile from the list of available profiles.

2 Click Next to continue with creating the policy from the template.
Click Previous to return to the list of policy templates.

See “Creating a policy from a template” on page 351.

Note: When the system prompts you to select an Exact Data Profile, the display
lists the data columns to include in the profile to provide the highest level of accuracy.
If data fields in your Exact Data Profile are not represented in the selected policy
template, the system displays those fields for content matching when you define
the detection rule

Table 16-8 Policy templates that implement Exact Data Matching (EDM)

Policy template

Description

Caldicott Report

See “Caldicott Report policy template” on page 1038.

Customer Data Protection See “Customer Data Protection policy template” on page 1044.
Data Protection Act 1988 See “Data Protection Act 1998 (UK) policy template” on page 1045.
Employee Data Protection See “Employee Data Protection policy template” on page 1051.

EU Data Protection Directives See “Data Protection Directives (EU) policy template” on page 1047.

Export Administration Regulations (EAR) See “Export Administration Regulations (EAR) policy template”

on page 1053.

FACTA 2003 (Red Flag Rules) See “FACTA 2003 (Red Flag Rules) policy template” on page 1054.

362



Table 16-8

Creating policies from templates
Choosing an Indexed Document Profile

Policy templates that implement Exact Data Matching (EDM)
(continued)

Policy template

Description

General Data Protection Regulations (Banking
and Finance)

See “General Data Protection Regulations (Banking and Finance)”
on page 1060.

General Data Protection Regulations (Digital
Identity)

See “General Data Protection Regulations (Digital Identity)” on page 1069.

General Data Protection Regulations
(Government Identification)

See “General Data Protection Regulations (Government Identification)”
on page 1070.

General Data Protection Regulations
(Healthcare and Insurance)

See “General Data Protection Regulations (Healthcare and Insurance)”
on page 1081.

General Data Protection Regulations
(Personal Profile)

See “General Data Protection Regulations (Personal Profile)”
on page 1088.

General Data Protection Regulations (Travel)

See “General Data Protection Regulations (Travel)” on page 1089.

Gramm-Leach-Bliley

See “Gramm-Leach-Bliley policy template” on page 1091.

HIPAA and HITECK (including PHI)

See “HIPAA and HITECH (including PHI) policy template” on page 1093.

Human Rights Act 1998

See “Human Rights Act 1998 policy template” on page 1097.

International Traffic in Arms Regulations
(ITAR)

See “International Traffic in Arms Regulations (ITAR) policy template”
on page 1099.

Payment Card Industry Data Security
Standard

See “Payment Card Industry (PCl) Data Security Standard policy
template” on page 1112.

PIPEDA

See “PIPEDA policy template” on page 1113.

Price Information

See “Price Information policy template” on page 1115.

Resumes

See “Resumes policy template” on page 1119.

State Data Privacy

See “SEC Fair Disclosure Regulation policy template” on page 1122.

Choosing an Indexed Document Profile

If the policy template you chose uses Indexed Document Matching (IDM) detection,

the system prompts you to select the Document Profile.

See “Introducing Indexed Document Matching (IDM)” on page 505.
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To use a Document Profile

1 Select the Document Profile from the list of available profiles.

2 Click Next to create the policy from the template.

See “Creating a policy from a template” on page 351.

If you do not have a Document Profile, you can cancel policy creation and define
the Document Profile. Or, you can choose to not use a Document Profile. In this
case the system disables any IDM rules or exceptions for the policy instance. If the
policy template contains DCM rules or exceptions, you may use them.

See “About the Indexed Document Profile” on page 509.

Table 16-9

Policy templates that implement Indexed Document Matching (IDM)

Policy template

Description

CAN-SPAM Act (IDM exception)

See “CAN-SPAM Act policy template” on page 1040.

NASD Rule 2711 and NYSE Rules 351
and 472

See “NASD Rule 2711 and NYSE Rules 351 and 472 policy template”
on page 1102.

NERC Security Guidelines for Electric
Utilities

See “NERC Security Guidelines for Electric Utilities policy template”
on page 1105.

Sarbanes-Oxley

See “Sarbanes-Oxley policy template” on page 1120.

SEC Fair Disclosure Regulation

See “SEC Fair Disclosure Regulation policy template” on page 1122.

Confidential Documents

See “Confidential Documents policy template” on page 1042.

Design Documents

See “Design Documents policy template” on page 1050.

Financial Information

See “Financial Information policy template” on page 1058.

Project Data

See “Project Data policy template” on page 1116.

Proprietary Media Files

See “Proprietary Media Files policy template” on page 1116.

Publishing Documents

See “Publishing Documents policy template” on page 1117.

Source Code

See “Source Code policy template” on page 1125.

Network Diagrams

See “Network Diagrams policy template” on page 1106.
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Configuring policies

This chapter includes the following topics:
= Adding a new policy or policy template
= Configuring policies

= Adding a rule to a policy

= Configuring policy rules

= Defining rule severity

= Configuring match counting

» Selecting components to match on

= Adding an exception to a policy

= Configuring policy exceptions

= Configuring compound match conditions

= Input character limits for policy configuration

Adding a new policy or policy template
As a policy author you can define a new policy from scratch or from a template.

See “Workflow for implementing policies” on page 331.
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To add a new policy or a policy template
1 Click New at the Manage > Polices > Policy List screen.
See “Manage and add policies” on page 386.
2 Choose the type of policy you want to add at the New Policy screen.
Select Add a blank policy to add a new empty policy.
See “Policy components” on page 323.
Select Add a policy from a template to add a policy from a template.
See “Policy templates” on page 324.
3 Click Next to configure the policy or the policy template.
See “Configuring policies” on page 366.
See “Creating a policy from a template” on page 351.

Click Cancel to not add a policy and return to the Policy List screen.

Configuring policies

The Manage > Policies > Policy List > Configure Policy screen is the home page
for configuring policies.

Table 17-1 describes the workflow for configuring policies.

Table 17-1 Configuring policies
Action Description
Define a new policy, or edit an existing policy. Add a new blank policy.

See “Adding a new policy or policy template” on page 365.
Create a policy from a template.
See “Creating a policy from a template” on page 351.

Select an existing policy at the Manage > Policies > Policy
List screen to edit it.

See “Manage and add policies” on page 386.

Enter a policy Name and Description. The policy name must be unique in the policy group you deploy
the policy to.

See “Input character limits for policy configuration” on page 384.

Note: The Policy Label field is reserved for the Veritas Data
Insight Self-Service Portal.
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Configuring policies (continued)

Action

Description

Select the Policy Group from the list where the
policy is to be deployed.

The Default Policy Group is selected if there is no policy group
configured.

See “Creating and modifying policy groups” on page 390.

Set the Status for the policy.

You can enable (default setting) or disable a policy. A disabled
policy is deployed but is not loaded into memory to detect
incidents.

See “Manage and add policies” on page 386.

Note: The Policy Actions setting only applies to Classification
policies. See the Enterprise Vault Data Classification Services
Implementation Guide.

Add a rule to the policy, or edit an existing rule.

Click Add Rule to add a rule.
See “Adding a rule to a policy” on page 368.

Select an existing rule to edit it.

Configure the rule with one or more conditions.

For a valid policy, you must configure at least one rule that
declares at least one condition. Compound conditions and
exceptions are optional.

See “Configuring policy rules” on page 370.

Optionally, add one or more policy exceptions, or
edit an existing exception.

Click Add Exception to add it.
See “Adding an exception to a policy” on page 377.d

Select an existing exception to edit it.

Configure any exception(s).

See “Configuring policy exceptions” on page 380.

Save the policy configuration.

Click Save to save the policy configuration to the Enforce Server
database.

See “Policy components” on page 323.

Export the policy as a template.

Optionally, you can export the policy rules and exceptions as a
template.

See “Exporting policy detection as a template” on page 395.

Add one or more response rules to the policy.

You configure response rules independent of policies.
See “Configuring response rules” on page 1163.

See “Adding an automated response rule to a policy”
on page 396.
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Adding a rule to a policy

At the Manage > Policies > Policy List > Configure Policy — Add Rule screen
you add one or more rules to a policy.

You can add two types of rules to a policy: detection and group. If two or more rules
in a policy are the same type, the system connects them by OR. If two or more
rules in the same policy are different types, the system connects them by AND.

See “Policy detection execution” on page 347.

Note: Exceptions are added separate from rules. See “Adding an exception to a
policy” on page 377.

To add one or more rules to a policy

1 Choose the type of rule (detection or group) to add to the policy.
To add a detection rule, select the Detection tab and click Add Rule.
To add a group (identity) rule, select the Groups tab and click Add Rule.
See “Policy matching conditions” on page 339.

2 Select the detection or the group rule you want to implement from the list of
rules.

See Table 17-2 on page 368.
3 Select the prerequisite component, if required.

If the policy rule requires a Data Profile, Data Identifier, or User Group select
it from the list.

4  Click Next to configure the policy rule.

See “Configuring policy rules” on page 370.

Table 17-2 Adding policy rules

Rule

Prerequisite Description

Content match conditions

Content Matches Regular See “Introducing regular expression matching”

Expression on page 677.

Content Matches Exact Data Exact Data Profile See “About the Exact Data Profile and index”
on page 416.

See “Choosing an Exact Data Profile” on page 362.
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Adding policy rules (continued)

Rule

Prerequisite

Description

Content Matches Keyword

See “Introducing keyword matching” on page 663.

Content Matches Document
Signature

Indexed Document
Profile

See “Introducing Indexed Document Matching (IDM)”
on page 505.

See “Choosing an Indexed Document Profile”
on page 363.

Content Matches Data Identifier

Data Identifier

See “Introducing data identifiers” on page 605.

See “Selecting a data identifier breadth” on page 622.

Detect using Vector Machine
Learning

VML Profile

See “Introducing Vector Machine Learning (VML)”
on page 564.

See “Configuring VML profiles and policy conditions”
on page 568.

Context match conditions

Contextual Attributes (Cloud
Service Connector only)

For information about contextual attributes for Cloud
Connector incidents, see
http://www.symantec.com/docs/DOC9451.

File Properties match condition

S

Message Attachment or File
Type Match

See “About file type matching” on page 688.

Message Attachment or File
Size Match

See “About file size matching” on page 690.

Message Attachment or File
Name Match

See “About file name matching” on page 691.

Message/Email Properties and
Attributes

Enterprise Vault
integration

See “About implementing detection for Enterprise
Vault Classification” on page 701.

See the Enterprise Vault Data Classification Services
Implementation Guide.

Custom File Type Signature

Rule enabled

Custom script

See “About custom file type identification” on page 689.

See “Enabling the Custom File Type Signature
condition in the policy console” on page 696.

Protocol and Endpoint match conditions
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Adding policy rules (continued)

Rule Prerequisite

Description

Protocol Monitoring Custom protocols (if any)

See “Introducing protocol monitoring for network”
on page 707.

See “Introducing protocol monitoring for mobile”
on page 708.

Endpoint Monitoring

See “About endpoint protocol monitoring” on page 713.

Endpoint Device Class or ID Custom device(s)

See “About endpoint device detection” on page 715.

Endpoint Location

See “About endpoint location detection” on page 715.

Form Recognition

Detect using Form Recognition
Profile

Form Recognition Profile

See “About Form Recognition detection” on page 596.

See “Configuring the Form Recognition detection rule”
on page 600.

Groups (Identities) match conditions

Sender/User Matches Pattern

Recipient Matches Pattern

See “Introducing described identity matching”
on page 724.

Sender/User based on a
Directory Server Group

User Group

Recipient based on a Directory
Server Group

See “Introducing synchronized Directory Group
Matching (DGM)” on page 734.

See “Configuring User Groups” on page 735.

Sender/User based on a Exact Data Profile

Directory from:

Recipient based on a Directory
from:

See “Introducing profiled Directory Group Matching
(DGM)” on page 742.

See “Configuring Exact Data profiles for DGM”
on page 743.

Configuring policy rules

At the Manage > Policies > Policy List > Configure Policy — Edit Rule screen,
you configure a policy rule with one or more match conditions. The configuration
of each rule condition depends on its type.

See Table 17-4 on page 372.
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Table 17-3 Configuring policy rules
Step Action Description
Step 1 Add arule to a policy, or modify | See “Adding a rule to a policy” on page 368.
arule. To modify an existing rule, select the rule in the policy builder interface at
the Configure Policy — Edit Rule screen.

Step 2 Name the rule, or modify a In the General section of the rule, enter a name in the Rule Name field,

name. or modify the name of an existing rule.

Step 3 Set the rule severity. In the Severity section of the rule, select or modify a "Default" severity
level.

In addition to the default severity, you can add multiple severity levels to
arule.
See “Defining rule severity” on page 373.

Step 4 | Configure the match condition. | In the Conditions section of the rule, you configure one or more match
conditions for the rule. The configuration of a condition depends on its
type.

See Table 17-4 on page 372.
Step 5 | Configure match counting (if | If the rule calls for it, configure how you want to count matches.
required). See “Configuring match counting” on page 374.
Step 6 Select components to match on | If the rule is content-based, select one or more available content rules to
(if available). match on.
See “Selecting components to match on” on page 376.
Step 7 | Add and configure one or more | To define a compound rule, Add another match condition from the Also
additional match conditions Match list.
(optional). Configure the additional condition according to its type (Step 4).
See “Configuring compound match conditions” on page 383.
Note: All conditions in a single rule must match to trigger an incident. See
“Policy detection execution” on page 347.
Step 8 Save the policy configuration. | When you are done cofiguring the rule, click OK.

This action returns you to the Configure Policy screen where you can
Save the policy.

See “Manage and add policies” on page 386.

Table 17-4 lists each of the available match conditions and provides links to topics

for configuring each condition.
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Configuring policy match conditions

Rule

Description

Content match conditions

Content Matches Regular Expression

See “Configuring the Content Matches Regular Expression condition”
on page 679.

Content Matches Exact Data from an
Exact Data Profile

See “Configuring the Content Matches Exact Data policy condition”
on page 440.

Content Matches Keyword

See “Configuring the Content Matches Keyword condition” on page 670.

Content Matches Document Signature

See “Configuring the Content Matches Document Signature policy
condition” on page 542.

Content Matches Data Identifier

See “Configuring the Content Matches data identifier condition” on page 619.

Detect using Vector Machine Learning
profile

See “Configuring the Detect using Vector Machine Learning Profile
condition” on page 580.

Detect using Form Recognition profile

See “Configuring the Form Recognition detection rule” on page 600.

File Properties match conditions

Message Attachment or File Type
Match

See “Configuring the Message Attachment or File Type Match condition”
on page 692.

Message Attachment or File Size Match

See “Configuring the Message Attachment or File Size Match condition”
on page 693.

Message Attachment or File Name
Match

See “Configuring the Message Attachment or File Name Match condition”
on page 694.

Message/Email Properties and
Attributes

See “Configuring the Message/Email Properties and Attributes condition”
on page 704.

See the Enterprise Vault Data Classification Services Implementation
Guide.

Custom File Type Signature

See “Configuring the Custom File Type Signature condition” on page 697.

Protocol match conditions

Network or Mobile Monitoring

See “Configuring the Protocol Monitoring condition for network detection”
on page 709.

See “Configuring the Protocol Monitoring condition for mobile detection”
on page 710.

Endpoint Monitoring

See “Configuring the Endpoint Monitoring condition” on page 716.
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Table 17-4 Configuring policy match conditions (continued)
Rule Description
Endpoint Device Class or ID See “Configuring the Endpoint Device Class or ID condition” on page 719.
Endpoint Location See “Configuring the Endpoint Location condition” on page 718.

Groups match conditions

Sender/User Matches Pattern See “Configuring the Sender/User Matches Pattern condition” on page 726.
Recipient Matches Pattern See “Configuring the Recipient Matches Pattern condition” on page 729.
Sender/User based on a Directory See “Configuring the Sender/User based on a Directory Server Group
Server Group condition” on page 738.

Sender/User based on a Directory from | See “Configuring the Sender/User based on a Profiled Directory condition”
an Exact Data Profile on page 744.

Recipient based on a Directory Server | See “Configuring the Recipient based on a Directory Server Group
Group condition” on page 739.

Recipient based on a Directory from an | See “Configuring the Recipient based on a Profiled Directory condition”
Exact Data Profile on page 745.

Defining rule severity

The system assigns a severity level to a policy rule violation. The default setting is
"High." You can configure the default, and add one or more additional severity
levels.

See “Policy severity” on page 327.

Policy rule severity works with the Severity response rule condition. If you set the
default policy rule severity level to "High" and define additional severity levels, the
system does not assign the additional severity to the incident based on match count.
The result is that if you have a response rule set to a match count severity level
that is less than the default "High" severity, the response rule does not execute

See “Configuring the Severity response condition” on page 1176.
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To define policy rule severity
1 Configure a policy rule.

See “Configuring policy rules” on page 370.
2 Select a Default level from the Severity list.

The default severity level is the baseline level that the system reports. The
system applies the default severity level to any rule match, unless additional
severity levels override the default setting.

3 Click Add Severity to define additional severity levels for the rule.
If you add a severity level it is based on the match count.

4 Select the desired severity level, choose the match count range, and enter the
match count.

For example, you can set a Medium severity with X range to match after 100
matches have been counted.

If you add an additional severity level, you can select it to be the default severity.

To remove a defined severity level, click the X icon beside the severity definition.

Configuring match counting

Some conditions let you specify how you want to count matches. Count all matches
is the default behavior. You can configure the minimum number of matches required
to cause an incident. Or, you can count all matches as one incident. If a condition
supports match counting, you can configure this setting for both policy rules and
exceptions.

See Table 17-6 on page 375.

Table 17-5 Configuring match counting
Parameter Condition Incident description
type
Check for Simple This configuration reports a match count of 1 if there are one or more matches; it
existence does not count multiple matches. For example, 10 matches are one incident.
Compound This configuration reports a match count of 1 if there are one or more matches
and ALL conditions in the rule or exception are set to check for existence.
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Table 17-5 Configuring match counting (continued)

Parameter

Condition
type

Incident description

Count all
matches

Simple

This configuration reports a match count of the exact number of matches detected
by the condition. For example, 10 matches count as 10 incidents.

Compound

This configuration reports a match count of the sum of all condition matches in
the rule or exception. The default is one incident per condition match and applies
if any condition in the rule or exception is set to count all matches.

For example, if a rule has two conditions and one is set to count all matches and
detects four matches, and the other condition is set to check for existence and
detects six matches, the reported match count is 10. If a third condition in the rule
detects a match, the match count is 11.

Only report
incidents with
at least _
matches

You can change the default one incident per match count by specifying the
minimum number of matches required to report an incident.

For example, in a rule with two conditions, if you configure one condition to count
all matches and specify five as the minimum number of matches for each condition,
a sum of 10 matches reported by the two conditions generates two incidents. You
must be consistent and select this option for each condition in the rule or exception
to achieve this behavior.

Note: The count all matches setting applies to each message component you
match on. For example, consider a policy where you specify a match count of 3
and configure a keyword rule that matches on all four message components
(default setting for this condition). If a message is received with two instances of
the keyword in the body and one instance of the keyword in the envelope, the
system does not report this as a match. However, if three instances of the keyword
appear in an attachment (or any other single message component), the system
would report it as a match.

Count all unique
matches

Only count
unique
matches

Unique match counting is new for Symantec Data Loss Prevention version 11.6
and is only available for Data Identifiers.

See “About unique match counting” on page 616.

Table 17-6 Conditions that support match counting

Condition

Description

Content Matches Regular

Expression

See “Introducing regular expression matching” on page 677.

See “Configuring the Content Matches Regular Expression condition” on page 679.

Content Matches Keyword

See “Introducing keyword matching” on page 663.

See “Configuring the Content Matches Keyword condition” on page 670.
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Table 17-6 Conditions that support match counting (continued)

Condition

Description

Content Matches Document
Signature (IDM)

See “Configuring the Content Matches Document Signature policy condition”
on page 542.

Content Matches Data Identifier

See “Introducing data identifiers” on page 605.
See “Configuring the Content Matches data identifier condition” on page 619.

See “Configuring unique match counting” on page 637.

Recipient Matches Pattern

See “Introducing described identity matching” on page 724.

See “Configuring the Recipient Matches Pattern condition” on page 729.

Selecting components to match on

The availability of one or more message components to match on depends on the
type of rule or exception condition you implement.

See “Detection messages and message components” on page 344.

Table 17-7 Match on components

Component Description

Envelope If the condition supports matching on the Envelope component, select it to match on the message

metadata. The envelope contains the header, transport information, and the subject if the message
is an SMTP email.

If the condition does not support matching on the Envelope component, this option is grayed out.

If the condition matches on the entire message, the Envelope is selected and cannot be deselected,
and the other components cannot be selected.
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Table 17-7 Match on components (continued)
Component Description
Subject Certain detection conditions match on the Subject component for some types of messages.
See “Detection messages and message components” on page 344.
For the detection conditions that support subject component matching, you can match on the Subject
for the following types of messages:
s SMTP (email) messages from Network Monitor or Network Prevent for Email.
s NNTP messages from Network Monitor.
= Exchange email messages delivered by the Classification Server.
See the Enterprise Vault Data Classification Services Implementation Guide.
To match on the Subject component, you must select (check) the Subject component and uncheck
(deselect) the Envelope component for the policy rule. If you select both components, the system
matches the subject twice because the message subject is included in the envelope as part of the
header.
Body If the condition matches on the Body message component, select it to match on the text or content
of the message.
Attachment(s) If the condition matches on the Attachment(s) message component, select it to detect content in

files sent by, downloaded with, or attached to the message.

Adding an exception to a policy

At the Manage > Policies > Policy List > Configure Policy — Add Exception
screen you add one or more exception conditions to a policy. Policy exceptions are
executed before policy rules. If there is an exception match, the entire message is
discarded.

See “Exception conditions” on page 346.

Note: You can create exceptions for all policy conditions, except the EDM condition
Content Matches Exact Data From. In addition, Network Prevent for Web does
not support synchronized DGM exceptions.
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Adding an exception to a policy

To add an exception to a policy

1 Add an exception to a policy.

To add a detection rule exception, select the Detection tab and click Add

Exception.

To add a group rule exception, select the Groups tab and click Add Exception.

2 Select the policy exception to implement.

The Add Detection Exception screen lists all available detection exceptions

that you can add to a policy.

The Add Group Exception screen lists all available group exceptions that you

can add to a policy.

See Table 17-8 on page 378.

If necessary, choose the profile, data identifier, or user group.

Click Next to configure the exception.

See “Configuring policy exceptions” on page 380.

Table 17-8 Selecting a policy exception
Exception Prerequisite Description
Content
Content Matches Regular See “Introducing regular expression matching” on page 677.
Expression
Content Matches Keyword See “Introducing keyword matching” on page 663.
Content Matches Document Indexed Document | See “Choosing an Indexed Document Profile” on page 363.
Signature Profile
Content Matches Data Identifier | Data Identifier See “Introducing data identifiers” on page 605.
See “Selecting a data identifier breadth” on page 622.
Detect using Vector Machine VML Profile See “Configuring VML policy exceptions” on page 581.
Learning profile See “Configuring VML profiles and policy conditions”
on page 568.
File Properties
Message Attachment or File Type See “About file type matching” on page 688.
Match
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Selecting a policy exception (continued)

Exception

Prerequisite

Description

Message Attachment or File Size
Match

See “About file size matching” on page 690.

Message Attachment or File Name
Match

See “About file name matching” on page 691.

Message/Email Properties and
Attributes

Enterprise Vault
integration

See “About implementing detection for Enterprise Vault
Classification” on page 701.

See the Enterprise Vault Data Classification Services
Implementation Guide.

Custom File Type Signature

Condition enabled

Custom script
added

See “About custom file type identification” on page 689.

Protocol and Endpoint

Network or Mobile Protocol

See “Introducing protocol monitoring for network” on page 707.

See “Introducing protocol monitoring for mobile” on page 708.

Endpoint Protocol, Destination,
Application

See “About endpoint protocol monitoring” on page 713.

Endpoint Device Class or ID

See “About endpoint device detection” on page 715.

Endpoint Location

See “About endpoint location detection” on page 715.

Form Recognition

Detect using Form Recognition
Profile

Form Recognition
Profile

See “About Form Recognition detection” on page 596.

See “Configuring the Form Recognition exception rule”
on page 601.

Group (identity)

Sender/User Matches Pattern

Recipient Matches Pattern

See “Introducing described identity matching” on page 724.

Sender/User based on a Directory
Server Group

Recipient based on a Directory
Server Group

User Group

See “Introducing synchronized Directory Group Matching
(DGM)” on page 734.

See “Configuring User Groups” on page 735.

Note: Network Prevent for Web does not support this type
of exception. Use profiled DGM instead.
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Selecting a policy exception (continued)

Exception

Prerequisite

Description

Sender/User based on a Directory

from:

Recipient based on a Directory

from:

Exact Data Profile

See “Introducing profiled Directory Group Matching (DGM)”
on page 742.

See “Configuring Exact Data profiles for DGM” on page 743.

Configuring policy exceptions

At the Manage > Policies > Policy List > Configure Policy — Edit Exception
screen you configure one or more conditions for a policy exception.

See Table 17-10 on page 381.

If an exception condition matches, the system discards the matched component
from the system. This component is no longer available for evaluation.

See “Exception conditions” on page 346.

Table 17-9 Configure policy exceptions

Step Action Description
Step 1 Add a new policy exception, or | See “Adding an exception to a policy” on page 377.

edit an existing exception. Select an existing policy exception to modify it.
Step 2 Name the exception, or edit an | In the General section, enter a unique name for the exception, or modify

existing name or description. the name of an existing exception.

Note: The exception name is limited to 60 characters.

Step 3 Select the components to apply | If the exception is content-based, you can match on the entire message

the exception to (if available).

or on individual message components.
See “Detection messages and message components” on page 344.
Select one of the Apply Exception to options:

n» Entire Message
This option applies the exception to the entire message.

= Matched Components Only
This option applies the exception to each message component you
select from the Match On options in the Conditions section of the
exception.
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Configure policy exceptions (continued)

Step

Action

Description

Step 4

Configure the exception condition.

In the Conditions section of the Configure Policy - Edit Exception
screen, define the condition for the policy exception. The configuration
of a condition depends on the exception type.

See Table 17-10 on page 381.

Step 5

Add one or more additional
conditions to the exception
(optional).

You can add conditions until the exception is structured as desired.
See “Configuring compound match conditions” on page 383.

To add another condition to an exception, select the condition from the
Also Match list.

Click Add and configure the condition.

Step 6

Save and manage the policy.

Click OK to complete the exception definition process.
Click Save to save the policy.

See “Manage and add policies” on page 386.

Table 17-10 lists the exception conditions that you can configure, with links to
configuration details.

Table 17-10

Policy exception conditions available for configuration

Exception

Description

Content

Content Matches Regular Expression

See “Configuring the Content Matches Regular Expression condition”
on page 679.

Content Matches Keyword

See “Configuring the Content Matches Keyword condition” on page 670.

Content Matches Document Signature

See “Configuring the Content Matches Document Signature policy
condition” on page 542.

Content Matches Data Identifier

See “Configuring the Content Matches data identifier condition”
on page 619.

Detect using Vector Machine Learning Profile

See “Configuring VML policy exceptions” on page 581.

File Properties

Message Attachment or File Type Match

See “Configuring the Message Attachment or File Type Match condition”
on page 692.
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Policy exception conditions available for configuration (continued)

Exception

Description

Message Attachment or File Size Match

See “Configuring the Message Attachment or File Size Match condition”
on page 693.

Message Attachment or File Name Match

See “Configuring the Message Attachment or File Name Match condition”
on page 694.

Email/MAPI Attributes

See “Configuring the Message/Email Properties and Attributes condition”
on page 704.

See the Enterprise Vault Data Classification Services Implementation
Guide.

Custom File Type Signature

See “Configuring the Custom File Type Signature condition” on page 697.

Protocol and Endpoint

Network or Mobile Protocol

See “Configuring the Protocol Monitoring condition for network detection”
on page 709.

Endpoint Protocol or Destination

See “Configuring the Endpoint Monitoring condition” on page 716.

Endpoint Device Class or ID

See “Configuring the Endpoint Device Class or ID condition” on page 719.

Endpoint Location

See “Configuring the Endpoint Location condition” on page 718.

Form Recognition

Detect using Form Recognition profile

See “Configuring the Form Recognition exception rule” on page 601.

Group (identity)

Sender/User Matches Pattern

See “Configuring the Sender/User Matches Pattern condition”
on page 726.

Recipient Matches Pattern

See “Configuring the Recipient Matches Pattern condition” on page 729.

Sender/User based on a Directory Server
Group

See “Configuring the Sender/User based on a Directory Server Group
condition” on page 738.

Recipient based on a Directory Server Group

See “Configuring the Recipient based on a Directory Server Group
condition” on page 739.

Sender/User based on a Directory from an
EDM Profile

See “Configuring the Sender/User based on a Profiled Directory
condition” on page 744.

Recipient based on a Directory from and
EDM Profile

See “Configuring the Recipient based on a Profiled Directory condition”
on page 745.
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Configuring compound match conditions

You can create compound match conditions for policy rules and exceptions.
See “Configuring compound match conditions” on page 383.

The detection engine connects compound conditions with an AND. All conditions
in the rule or exception must be met to trigger or except an incident.

See “Policy detection execution” on page 347.

You are not limited to the number of match conditions you can include in a rule or
exception. However, the multiple conditions you declare in a single rule or exception
should be logically associated. Do not mistake compound rules or exceptions with
multiple rules or exceptions in a policy.

See “Use compound conditions to improve match accuracy” on page 408.

Table 17-11 Configure a compound policy rule or exception
Step Action Description
Step 1 Modify or configure an You can add one or more additional match conditions to a policy rule at the
existing policy rule or Configure Policy — Edit Rule screen.
exception. " - .
You can add one or more additional match conditions to a rule or exception
at the Configure Policy — Edit Rule or Configure Policy — Edit Exception
screen.
Step 2 Select an additional match | Select the additional match condition from the Also Match list.
condition. This list appears at the bottom of the Conditions section for an existing rule
or exception.
Step 3 Review the available The system lists all available additional conditions you can add to a policy
conditions. rule or exception.
See “Adding a rule to a policy” on page 368.
See “Adding an exception to a policy” on page 377.
Step 4 Add the additional Click Add to add the additional match condition to the policy rule or exception.
condition. Once added, you can collapse and expand each condition in a rule or
exception.
Step 5 Configure the additional See “Configuring policy rules” on page 370.

condition.

See “Configuring policy exceptions” on page 380.
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Configure a compound policy rule or exception (continued)

Step Action

Description

Step 6 Select the same or any

component to match.

If the condition supports component matching, specify where the data must
match to generate or except an incident.

Same Component — The matched data must exist in the same component
as the other condition(s) that also support component matching to trigger a
match.

Any Component — The matched data can exist in any component that you
have selected.

See “About cross-component matching” on page 616.

Step 6 Repeat this process to

additional match conditions
to the rule or exception.

You can add as many conditions to a rule or exception as you need.

All conditions in a single rule or exception must match to trigger an incident,
or to trigger the exception.

Step 7 Save the policy.

Click OK to close the rule or exception configuration screen.

Click Save to save the policy configuration.

Input character limits for policy configuration

When configuring a policy, consider the following input character limits for policy
configuration components.

Table 17-12

Input character limits for policy configuration

Configuration element

Input character limit

Name of a policy component, including:

Policy
Rule
Exception
Group
Condition

60 characters

Note: To import a policy as a template, the policy name must be less than
60 characters, otherwise it does not appear in the Imported Templates
list.

Description of policy component.

255 characters

Name of Data Profile, including:

Exact Data

Indexed Document
Vector Machine Learning
Form Recognition

255 characters
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Table 17-12 Input character limits for policy configuration (continued)
Configuration element Input character limit
Data Identifier pattern limits 100 characters per line
See “Using the data identifier pattern language” on page 646.
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This chapter includes the following topics:

Manage and add policies

Manage and add policy groups

Creating and modifying policy groups
Importing policies

Exporting policies

Importing policy templates

Exporting policy detection as a template
Adding an automated response rule to a policy
Removing policies and policy groups

Viewing and printing policy details
Downloading policy details

Troubleshooting policies

Updating EDM and IDM profiles to the latest version

Updating policies after upgrading to the latest version

Manage and add policies

The Manage > Policies > Policy List screen is the home page for adding and
managing policies. You implement policies to detect and report data loss.

See “Workflow for implementing policies” on page 331.
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Table 18-1 Policy List screen actions
Action Description
Add a policy Click New to create a new policy.

See “Adding a new policy or policy template” on page 365.

Modify a policy

Click the policy name or edit icon to modify an existing policy.

See “Configuring policies” on page 366.

Activate a policy

Select the policy or policies you want to activate, then click Activate in the policy list
toolbar.

Make a policy inactive

Select the policy or policies you want to make inactive, then click Suspend in the policy
list toolbar.

Note: By default, all solution pack policies are activated on installation of the solution
pack.

Sort policies

Click any column header to sort the policy list.

Filter policies

You can filter your policy list by Status, Name, Description, or Policy Group.

To filter your policy list, click Filter in the policy list toolbar, then select or enter your filter
criteria in the appropriate column or columns.

To remove filters from your policy list, click Clear in the policy list toolbar.

Remove a policy

Select the policy or policies you want to remove, then click Delete in the policy list toolbar.

You can also click the red X icon at the end of the policy row to delete an individual
policy.

Note: You cannot remove a policy that has active incidents.

See “Removing policies and policy groups” on page 397.

Import and export policies

You can import and export policies using the Import and Export buttons in the policy
list toolbar.

See “Importing policies” on page 391.

See “Exporting policies” on page 393.

Export and import policy
templates

You can export and import policy templates for reuse when authoring new policies.
See “Importing policy templates” on page 395.

See “Exporting policy detection as a template” on page 395.
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Table 18-1 Policy List screen actions (continued)

Action

Description

Download policy details

Click Download Details in the policy list toolbar to download details for the selected
policies in the Policy List. Symantec Data Loss Prevention exports the policy details
as HTML files in a ZIP archive. Open the archive to view and print policy details.

See “Downloading policy details” on page 398.

View and print policy details

To view policy details for a single policy, click the printer icon at the end of the policy
row. To print the policy details, use the print feature of your web browser.

See “Viewing and printing policy details” on page 397.

Table 18-2 lists and describes the display fields at the Policy List screen.

Table 18-2 Policy List screen display fields

Column

Description

Status

The status column displays one of three states for the policy:

= Misconfigured Policy:

The policy icon is a yellow caution sign.

See “Policy components” on page 323.
= Active Policy:

The policy icon is green. An active policy can detect incidents.
= Suspended Policy

The policy icon is red. A suspended policy is deployed but does not detect incidents.

Name

View and sort by the name of the policy.

See “About Data Loss Prevention policies” on page 321.

Description

View the description of the policy.

See “Policy templates” on page 324.

Policy Group

View and sort by the policy group to which the policy is deployed.
See “Policy groups” on page 325.

Last Modified

View and sort by the date the policy was last updated.

See “Policy authoring privileges” on page 328.

388



Administering policies | 389
Manage and add policy groups

Manage and add policy groups

The System > Servers and Detectors > Policy Groups screen lists the configured
policy groups in the system.

From the Policy Groups screen you manage existing policy groups and add new

ones.

Table 18-3 Policy Groups screen actions
Action Description
Add a policy group Click Add Policy Group to define a new policy group.

See “Policy groups” on page 325.

Modify a policy group To modify an existing policy group, click the name of the group, or click the pencil icon to
the far right of the row.

See “Creating and modifying policy groups” on page 390.

Remove a policy group Click the red X icon to the far right of the row to delete that policy group from the system.
A dialog box confirms the deletion.

Note: If you delete a policy group, you delete any policies that are assigned to that group.

See “Removing policies and policy groups” on page 397.

View policies in a group | To view the policies deployed to an existing policy group, navigate to the System > Servers
and Detectors > Policy Groups > Configure Policy Group screen.

See “Creating and modifying policy groups” on page 390.

Table 18-4 Policy Groups screen display fields
Column Description
Name The name of the policy group.
Description The description of the policy group.

Available Servers and | The detection server or cloud detector to which the policy group is deployed.

Detectors See “Policy deployment” on page 326.

Last Modified The date the policy group was last modified.

Actions You can edit or delete policy groups using the icons in the Actions column.
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Creating and modifying policy groups

At the System > Servers and Detectors > Policy Groups screen you configure
a new policy group or modify an existing one.

See “Policy groups” on page 325.

To configure a policy group

1

5

Add a new policy group, or modify an existing one.
See “Manage and add policy groups” on page 389.
Enter the Name of the policy group, or modify an existing name.

Use an informative name. Policy authors and Enforce Server administrators
rely on the policy group name when they associate the policy group with
policies, roles, targets.

The name value is limited to 256 characters.

Enter a Description of the policy group, or modify an exiting description of an
existing policy group.

Select one or more Servers and Detectors to assign the policy group to.

The system displays a check box for each detection server currently configured
and registered with the Enforce Server.

» Select (check) the All Servers or Detectors option to assign the policy
group to all detection servers and cloud detectors in your system. If you
leave this checkbox unselected, you can assign the policy group to individual
servers.

The All Cloud Connectors and All Discover Servers and Detectors
entries are not configurable because the system automatically assigns all
policy groups to all Network Discover Servers and cloud detectors. This
feature lets you assign policy groups to individual Discover targets and
Cloud Connectors.

See “Configuring the required fields for Network Discover targets”

on page 1489.

= Deselect (uncheck) the All Servers or Detectors option to assign the policy
group to individual detection servers.
The system displays a check box for each server currently configured and
registered with the Enforce Server.
Select each individual detection server to assign the policy group.

Click Save to save the policy group configuration.
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Note: The Policies in this Group section of the Polices Group screen lists all the
policies in the policy group. You cannot edit these entries. When you create a new
policy group, this section is blank. After you deploy one or more policies to a policy
group (during policy configuration), the Policies in this Group section displays
each policy in the policy group.

See “Configuring policies” on page 366.

See “Policy deployment” on page 326.

Importing policies

You can export policies from an Enforce Server and import them to another Enforce
Server. This feature makes it easier to move policies from one environment to
another. For example, you can export policies from your test environment and import
them into your production environment.

About importing policies

To import policies, you must have the Import Policies privilege. To enable this
privilege, you must also have the Server Administration, Author Policies, Author
Response Rules, and All Policy Groups privileges.

See “Configuring roles” on page 102.
When you import a policy, please note the following points:

= The policy is imported in the same state in which it was exported. For example,
if a policy was active when it was exported, it will be active when you import it.
The only exception to this behavior is for pre-existing policies on system to which
you are importing the policy (the "target system"). If the existing policy is active,
then the imported policy will also be active, regardless of its state on the exporting
system.

= Imported policies will overwrite existing policies that have the same name. You
can change the name of the exported policy in the XML file if you want to import
it without overwriting the existing policy.

= If the policy group to which the exported policy belonged exists on the target
system, the policy will be added to that policy group, or overwrite a policy of the
same name in that group. If the policy group does not exist on the target system,
it will be created upon import. If the policy exists on the target system, but it
belongs to a different policy group, the imported policy will be assigned to a
newly created policy group on the target system, and will not overwrite the
existing policy.
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= When you import a policy, you can choose whether or not to import its response
rules if those rules conflict with existing response rules on the target system.

= The Policy Import Preview page will display warnings about any policy elements
that will be created or overwritten when you import the policy.

= You can only import one policy at a time.

To import a policy

1 Navigate to Manage > Policies > Policy List.

2 Click Import.
The Import Policy page appears.
Click Browse to select the exported policy file you want to import.
Click Import Policy.

The Policy import preview page appears. This page will warn you of any
policy elements that may be overwritten when you import this policy. If the
policy you are importing includes any response rules among the elements that
may be overwritten, you can exclude those response rules from import on this
page.

5 Click Proceed with import.

The policy is imported. If the policy has any unresolved references, the Policy
References Check page appears.

You can resolve any unresolved policy references on this page.

See “About policy references” on page 392.

About policy references

Policies are exported in XML format. The XML policy files contain policy metadata,
references to any data profiles, response rules, data identifiers, and the detection
and group rules and exceptions. The files do not contain the actual data profiles,
directory connections, credentials, or FlexResponse plug-ins. You must provide
those items on the system into which you are importing the policy.

When you import a policy, Symantec Data Loss Prevention will alert you to any
unresolved references on the Policy References Check page. The Policy
References Check page displays at the end of the policy import process. You can
also view this page by clicking the unresolved references icon on the Policy List
and Policy Edit pages.

To resolve policy references, click the edit (pencil) icon on the Policy References
Check page. Symantec Data Loss Prevention displays the appropriate edit page
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for each unresolved reference.Table 18-5 provides information about resolving

policy references.

Table 18-5

Resolving policy references

Unresolved policy reference

Resolution

Policy group where no detection server is
specified:

Select detection servers for the policy group.

Directory connection with missing credentials:

Provide the credentials for the directory
connection.

EDM profile with missing source file and
index:

Specify the correct data source file.

IDM profile with missing import path and file
name:

Specify the correct data source.

Remote IDM profile with missing credentials:

Provide the credentials for the remote IDM
profile.

VML profile with trained profile and related
data missing:

Provide the trained profile and its related data,
train and accept the VML profile.

Form Recognition profile with missing gallery
ZIP archive:

Provide the gallery ZIP archive.

Endpoint quarantine response rule with
missing saved credentials:

Provide the credentials for the endpoint
quarantine response rule.

Response rule with a missing Server
FlexResponse plug-in:

Deploy the Server FlexResponse JAR file on
the target system.

See “Deploying a Server FlexResponse
plug-in” on page 1539.

Exporting policies

You can export your policy data to an XML file to easily share policies between

Enforce Servers.

About policy export

Policies are exported in XML format. The XML policy files contain policy metadata,

references to any data profiles, response rules, data identifiers, and the detection
and group rules and exceptions. The files do not contain the actual data profiles,
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directory connections, credentials, or FlexResponse plug-ins. You must copy those
items to the system into which you are importing the policy.

You can export policies individually or multiply. To export policies, you must have
the Author Policies privilege.

See “Configuring roles” on page 102.

Exported policies include the following items:

Policy name, description, and policy group

Policy rules, including Form Recognition, EDM, IDM, and VML definitions
Endpoint locations and devices

Sender and recipient patterns

Response rules

Data identifiers

Custom protocols

Exported policies do not include the following items:

Credentials

Form Recognition, EDM, IDM, or VML indexes
Form Recognition, EDM or IDM data source files
VML training files

FlexResponse plug-ins

To export policies

1
2

Navigate to Manage > Policies > Policy List.
Take one of the following actions:
= To export a single policy, click the export icon for that policy.

= To export multiple policies to a ZIP archive, select the policies you want to
export, then click Export.

Symantec Data Loss Prevention exports your policy or policies using the
following naming conventions:

= For single policies, the naming convention is
ENFORCEHOSTNAME- POLICYNAME-DATE-TIME . XML.

= For bulk policy export, the naming convention is
ENFORCEHOSTNAME-policies-DATE-TIME.ZIP.
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Importing policy templates

You can import one or more policy templates to the Enforce Server. You must have
policy system privileges to import policy templates.

See “Policy template import and export” on page 330.

See “Exporting policy detection as a template” on page 395.

To import one or more policy templates to the Enforce Server

1

Place one or more policy templates XML file(s) in the
\SymantecDLP\Protect\config\templates directory on the Enforce Server
host.

You can import multiple policy templates by placing them all in the templates
directory.

Make sure that the directory and file(s) are readable by the "protect" system
user.

Log on to the Enforce Server Administration Console with policy authoring
privileges.

Navigate to Manage > Policies > Policy List and click Add Policy.
Choose the option Add a policy from a template and click Next.

Scroll down to the bottom of the template list to the Imported Templates
section.

You should see an entry for each XML file you placed in the templates directory.
Select the imported policy template and click Next to configure it.

See “Configuring policies” on page 366.

Exporting policy detection as a template

You can export policy detection rules and exceptions in a template (XML file). You
cannot export policy response rules. You can only export one policy template at a
time.

See “Policy template import and export” on page 330.

To export a policy as a template

1

Log on to the Enforce Server administration console with administrator
privileges.

Navigate to the Manage > Policies > Policy List > Configure Policy screen
for the policy you want to export.
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At the bottom of the Configure Policy screen, click the Export this policy as
a template link.

Save the policy to a local or network destination of your choice.

For example, the system exports a policy named Webmail to the policy template
file webmail.xml which you can save to your local drive.

See “Importing policy templates” on page 395.

Adding an automated response rule to a policy

You can add one or more automated response rules to a policy to take action when
that policy is violated.

See “About response rules” on page 1142.

Note: Smart response rules are executed manually and are not deployed with
policies.

To add an automated response rule to a policy

1

N O o B

Log on to the Enforce Server administration console with policy authoring
privileges.

See “Policy authoring privileges” on page 328.

Navigate to the Manage > Policies > Policy List > Configure Policy screen
for the policy you want to add a response rule to.

Select the response rule you want to add from those available in the drop-down
menu.

Policies and response rules are configured separately. To add a response rule
to a policy, the response rule must first be defined and saved independently.

See “Implementing response rules” on page 1158.

Click Add Response Rule to add the response rule to the policy.

Repeat the process to add additional response rules to the policy.

Save the policy when you are done adding response rules.

Verify that the policy status is green after adding the response rule to the policy.

See “Manage and add policies” on page 386.
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Note: If the policy status is a yellow caution sign, the policy is misconfigured. The
system does not support certain pairings of detection rules and automated response
rule actions. See Table 77-2 on page 1690.

Removing policies and policy groups

Consider the following guidelines before you delete a policy or a policy group from

the Enforce Server.

Table 18-6 Guidelines for removing policies and policy groups

Action Description Guideline

Remove a If you attempt to delete a policy that has | If you want to delete a policy, you must first delete all

policy associated incidents, the system does | incidents that are associated with that policy from the

not let you remove the policy. Enforce Server.

See “Manage and add policies” on page 386.
An alternative is to create an undeployed policy group (one
that is not assigned to any detection servers). This method
is useful to maintain legacy policies and incidents for review
without keeping these policies in a deployed policy group.
See “Policy template import and export” on page 330.

Remove a If you attempt to delete a policy group | Before you delete a policy group, remove any policies from

policy group | that contains one or more policies, the | that group by either deleting them or assigning them to

system displays an error message. And,
the policy group is not deleted.

different policy groups.
See “Manage and add policy groups” on page 389.

If you want to remove a policy group, create a maintenance
policy group and move the policies you want to remove to
the maintenance group.

See “Creating and modifying policy groups” on page 390.

See “About Data Loss Prevention policies” on page 321.

See “Policy groups” on page 325.

Viewing and printing policy details

You can view and print policy details for a single policy from the Policy List screen.

You must have the Author Policies privilege for the policies you want to view and

print.
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See “Policy authoring privileges” on page 328.
See “Viewing, printing, and downloading policy details” on page 333.
To view and print policy details

1 Navigate to Manage > Policies > Policy List and click the printer icon at the
end of the policy row.

The Policy Snapshot screen appears.

2 View the general policy information, detection rules, and response rules on the
Policy Snapshot screen.

3 To print the policy details, use the Print command in your web browser from
the Policy Snapshot screen.

Downloading policy details

You can download a ZIP archive of details for policies in the Policy List. The ZIP
archive contains HTML documents with details for each selected policy on the Policy
List, as well as an index file to make it easier to find the policy details you want.
The files are titled using the policy ID, such as 123.html1. The index file is titled
downloaded policies DATE.html, and it contains the policy name, description,
status, policy group, and last modified date of all selected policies in the download,
as well as links to the policy details.

You must have the Author Policies privilege for the policies you want to download.
See “Policy authoring privileges” on page 328.

See “Viewing, printing, and downloading policy details” on page 333.

To download policy details

1 Navigate to Manage > Policies > Policy List, select the policy or policies you
want, then click Download Details.

In the Open File dialog box, click select Save File, then click OK.

3 To view details for a policy, extract the files from the ZIP archive, then open
the file you want to view. Use the index file to search through the downloaded
policies by policy name, description, status, policy group, or last modified date.

The Policy Snapshot screen appears.

4  To print the policy details, use the Print command in your web browser from
the Policy Snapshot screen.
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Troubleshooting policies

Table 18-7 lists log files to consult for troubleshooting policies.

Table 18-7

Log files for troubleshooting policies

Log file

Description

VontuMonitor.log

Logs when policies and profiles are sent from the Enforce Server to
detection servers and endpoint servers. Displays JRE errors.

See “Debug log files” on page 289.

detection operational.log

detection_operational_ trace.log

Log the loading of policies and detection execution.

See “Operational log files” on page 286.

FileReader.log

Logs when an index file is loaded into memory. For EDM, look for the
line "loaded database profile." For IDM look for the line: "loaded
document profile."

See “Debug log files” on page 289.

Indexer.log

Logs the operations of the Indexer process to generate EDM and IDM
indexes.

See “Debug log files” on page 289.

See “About log files” on page 285.

See “Log collection and configuration screen” on page 294.

See “Configuring server logging behavior” on page 294.

See “Collecting server logs and configuration files” on page 299.

See “Log files for troubleshooting VML training and policy detection” on page 586.

See “Advanced server settings” on page 236.

See “Advanced agent settings” on page 1768.

Updating EDM and IDM profiles to the latest version

Symantec Data Loss Prevention version 14.0 provides several significant updates
to Exact Data Matching (EDM) and Indexed Document Matching (IDM) technologies.

To use these new features on an upgraded system, you must reindex your data
and document sources. Before deploying an index into production, you should test
the updated profile and policies based on it to ensure that they detect data loss as
expected on the upgraded system.
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Table 18-8 lists the reindexing requirements for updating your EDM and IDM profiles
to version 14.0 and provides links for more information.

Table 18-8 Reindexing requirements for EDM and IDM data profiles

Technology and features | Required action(s) More information

Exact Data Matching (EDM) | If you have existing Exact Data profiles supporting | See “Updating EDM indexes to the

. . EDM policies and you want to use new EDM latest version” on page 462.
= Multi-token matching . .
. o features, before upgrading the detection server(s) "
= Proportional proximity ou must: In addition, refer to the chapter
range Y ' "Updating EDM indexes to the latest
= Reindex each structured data source using a | version" in the Symantec Data Loss
14.0-compatible EDM indexer, and Prevention Administration Guide and
= Load each index into a 14.0-generated Exact | the online Help.
Data profile.
Indexed Document If you have existing Indexed Document profiles | See “Using Agent IDM after upgrade
Matching (IDM) supporting IDM policies and you want to use to version 14.6” on page 539.

s Exactmatch IDM on the Agent IDM, after upgrading to 14.0 you must: Or, refer to the topic "Using Agent IDM

endpoint (Agent IDM) | = Disable two-tier detection on the Endpoint after upgrade to version 14.0" in the
Server, and Symantec Data Loss Prevention

= Reindex each document data source so that | Administration Guide and the online
the endpoint index is generated and deployed | Help.
to the Endpoint Server for download by the
DLP Agent.

Updating policies after upgrading to the latest version

Several policy templates were updated at Symantec Data Loss Prevention 12.5. If
you are upgrading from a release prior to version 12.5, on upgrade the system
updates the system-defined policy templates. Policies you have created based on
an upgraded policy template are not changed so that configurations you have made
are not overwritten. If you have created policies based on one or more of the updated
policy templates, you should update your policies so that they are current.

The HIPAA and HITECH (including PHI) and the Caldicott Report policy templates
are updated with recent Drug, Disease, and Treatment keyword list terminology
based on information from the U.S. Federal Drug Administration (FDA) and other
sources. Symantec recommends that you update policies derived from these
templates with the updated Drug, Disease, and Treatment keyword lists.

See “Updating the Drug, Disease, and Treatment keyword lists for your HIPAA and
Caldicott policies” on page 673.
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In addition, policy templates that use data identifier patterns to detect Social Security
Numbers (SSNs) are updated to use the Randomized US SSN data identifier, which
detects both traditional and randomized SSNs. Symantec recommends that you
update your SSN policies to use the Randomized US SSN data identifier.

See “Updating policies to use the Randomized US SSN data identifier” on page 642.

Table 18-9 lists the policy templates updated for this release of Symantec Data
Loss Prevention.

Table 18-9

Policy templates updated in Data Loss Prevention version 12.5

Updated template

Updated component(s)

Policy description

Caldicott Report

Drug, Disease, and Treatment
keyword lists

See “Caldicott Report policy template” on page 1038.

Customer Data Protection

Randomized US SSN data
identifier

See “Customer Data Protection policy template”
on page 1044.

Employee Data Protection

Randomized US SSN data
identifier

See “Employee Data Protection policy template”
on page 1051.

FACTA 2003 (Red Flag
Rules)

Randomized US SSN data
identifier

See “FACTA 2003 (Red Flag Rules) policy template”
on page 1054.

Gramm-Leach-Bliley

Randomized US SSN data
identifier

See “Gramm-Leach-Bliley policy template”
on page 1091.

HIPAA and HITECH (including
PHI)

Drug, Disease, and Treatment
keyword lists

Randomized US SSN data
identifier

See “HIPAA and HITECH (including PHI) policy
template” on page 1093.

State Data Privacy

Randomized US SSN data
identifier

See “State Data Privacy policy template” on page 1126.

US Social Security Numbers

Randomized US SSN data
identifier

See “US Social Security Numbers policy template”
on page 1134.




Best practices for authoring
policies

This chapter includes the following topics:

= Best practices for authoring policies

= Develop a policy strategy that supports your data security objectives
= Use a limited number of policies to get started

= Use policy templates but modify them to meet your requirements

» Use the appropriate match condition for your data loss prevention objectives
= Test and tune policies to improve match accuracy

= Start with high match thresholds to reduce false positives

= Use a limited number of exceptions to narrow detection scope

= Use compound conditions to improve match accuracy

= Author policies to limit the potential effect of two-tier detection

= Use policy groups to manage policy lifecycle

» Follow detection-specific best practices

Best practices for authoring policies

This section provides general policy authoring best practices for Symantec Data
Loss Prevention. This section assumes that the reader has general familiarity with
policy authoring, including the configuration, testing, and deployment of policies,
detection rules, match conditions, and policy exceptions
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Best practices for authoring policies

See “About Data Loss Prevention policies” on page 321.

See “Detecting data loss” on page 334.

Best practices are not intended to provide detailed troubleshooting guidance. Rather,
it is goal of this section to provide best practices that, when followed, will proactively
help to reduce the need for policy troubleshooting and support.

Table 19-1

Summary of policy authoring best practices

Best practice

Description

Develop a policy strategy that supports your data security
objectives.

See “Develop a policy strategy that supports your data
security objectives” on page 404.

Use a limited number of policies to get started.

See “Use a limited number of policies to get started”
on page 404.

Use policy templates but modify them to meet your
requirements.

See “Use policy templates but modify them to meet your
requirements” on page 405.

Use policy groups to manage policy lifecycle.

See “Use policy groups to manage policy lifecycle”
on page 410.

Use the appropriate match condition for your data loss
prevention objectives.

See “Use the appropriate match condition for your data
loss prevention objectives” on page 405.

Test and tune policies to improve match accuracy.

See “Test and tune policies to improve match accuracy”
on page 406.

Start with high match thresholds to reduce false positives.

See “Start with high match thresholds to reduce false
positives” on page 407.

Use a limited number of exceptions to narrow detection
scope.

See “Use a limited number of exceptions to narrow
detection scope” on page 408.

Use compound conditions to improve match accuracy.

See “Use compound conditions to improve match
accuracy” on page 408.

Author policies to limit the potential effect of two-tier
detection.

See “Author policies to limit the potential effect of two-tier
detection” on page 409.

Follow detection-specific best practices.

See “Follow detection-specific best practices” on page 410.
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Develop a policy strategy that supports your data
security objectives

The goal of detection is to achieve accurate results based on true policy matches.
Well-authored policies should accurately detect the data you want to protect with
minimal false positives. Through the use of well-defined policies that implement the
right type and combination of rules, conditions, and exceptions, you can achieve
accurate detection results and prevent the loss of the most critical data in your
enterprise

There are two general approaches to developing a data loss prevention policy
strategy:

» Information-driven — Identify sensitive data and author policies to prevent it from
being lost.

» Regulation-driven— Review government and industry regulations and author
policies to comply with them.

Table 19-2 describes these two approaches in more detail.

Table 19-2 Policy detection approaches

Approach

Description

Information-driven

With this approach you start by identifying specific data items and data combinations you
want to protect. Examples of such data may include fields profiled from a database, a list of
keywords, a set of users, or a combination of these elements. You then group similar data
items together and create policies to identify and protect them. This approach works best
when you have limited access to the data or no particular concerns about a given regulation.

Regulation-driven

With this approach you begin with a policy template based on the regulations with which you
must comply. Examples of such templates may include HIPAA or FACTA. Also, begin with
a large set of data (such as customer or employee data). Use the high-level requirements
stipulated by the regulations as the basis for this approach. Then, decide what sensitive data
items and documents in your enterprise meet these requirements. These data items become
the conditions for the detection rules and exceptions in your policies.

Use a limited number of policies to get started

The policy detection rules you implement are based on your organization's
information security objectives. The actions you take in response to policy violations
are based on your organization's compliance requirements. In general you should
start small with policy detection. Enable one or two policy templates, or a few simple
conditions, such as keyword matching. Review the incidents each policy detects.
Tune the results before you implement response rules to take action.
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Generally it is better to have fewer policies that are configured to address specific
data loss prevention objectives rather than many policies that attempt to address
all of your security requirements. Having too many policies can impact the
performance of the system and can lead to too many false positives.

See “Test and tune policies to improve match accuracy” on page 406.

Use policy templates but modify them to meet your
requirements

Policy templates provide an excellent starting point for authoring policies. Symantec
Data Loss Prevention provides 65 pre-built policy templates that contain detection
rules and conditions for many different types of use cases, including regulatory

compliance, data protection, security enforcement, and acceptable use scenarios.

You should use the system-provided policy templates as starting points for your
policies. Doing so will save time and help you avoid errors and information gaps in
your policies since the detection methods are predefined. However, for most
situations you will want to modify the policy template and tailor it for your specific
environment. Deploying a policy template out-of-the-box without configuring it for
your environment is not recommended.

See “Creating a policy from a template” on page 351.

Use the appropriate match condition for your data
loss prevention objectives

To prevent data loss, it is necessary to accurately detect all types of confidential
data wherever that data is stored, copied, or transmitted. To meet your data security
objectives, you need to implement the appropriate detection methods for the type
of data you want to protect. The recommendation is to determine the detection
methods that work best for you, and tune the policies as necessary based on the
results of your detection testing.

Table 19-3 describes the primary use case for each type of policy match condition
provided by Data Loss Prevention.

Table 19-3 Match conditions compared
Type of data you want to protect Condition Matching
Personally Identifiable Information (PIl), such as EDM Exact profiled data

SSNs, CCNs, and Driver's License numbers
Data Identifiers Described, validated data patterns
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Test and tune policies to improve match accuracy

Table 19-3 Match conditions compared (continued)
Type of data you want to protect Condition Matching
Confidential documents, such as Microsoft Word, |IDM Exact file contents
PowerPoint, PDF, etc. Partial file contents (derivative)
VML Similar file contents
Confidential files and images, such as CAD IDM Exact file

drawings

File Properties

File context (type, name, size)

Words and phrases, such as "Confidential" or

"Proprietary"

Keywords

Exact words, phrases, proximity

Characters, strings, text

Regular Expressions

Described text

Network and endpoint communications

Protocol and Endpoint

Protocols, destinations, monitoring

Determined by the identity of the user, sender,

recipient

Synchronized DGM

Exact identity from LDAP server

Profiled DGM

Exact profiled identity

Sender/user, recipient

Described identity patterns

Describes a document, such as author, title, date,

etc.

Content-based conditions

File type metadata

Test and tune policies to improve match accuracy

When you create detection policies, there are two common detection problems to
avoid. If you create a policy that is too general or too broad, it generates incidents
when no real match has occurred (false positive). On the other hand, if a policy has
rules that are too specific or narrow about the data it detects, the policy may miss
some of the matches you intend to catch (false negatives). Table 19-4 describes
these common problems in more detail.

To reduce false positives and negatives, you need to tune your policies. The best
way to tune detection is to identify a single, specific use case that is a priority, such
as protecting source code for a particular product. You then create a single
policy—either from scratch or based on a template, depending on your DLP
strategy—containing one or two detection rules and test the policy to see how many
(quantity) and the types (quality) of incidents the policy generates. Based on these
initial results, you adjust the detection rule(s) as needed. If the policy generates
more false positives than you want, make the detection rule(s) more specific by
fine-tuning the existing match conditions, adding additional match conditions, and
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creating policy exceptions. If the policy does not detect some incidents, make the
detection condition(s) less specific.

As your policies mature, it is important to continuously test and tune them to ensure
ongoing accuracy.

See “Follow detection-specific best practices” on page 410.

Table 19-4 Common detection problems to avoid

Problem Cause Description

False positives | Policy rules too | False positives create high costs in time and resources that are required to
general or broad | investigate and resolve apparent incidents that are not actual incidents. Since
many organizations do not have the capacity to manage excess false positives,
it is important that your policies define contextual rules to improve accuracy.

For example, a policy is designed to protect customer names and generates an
incident for anything that contains a first and last name. Since most messages
contain a name—in many cases both first and last names—this policy is too broad
and general. Although it may catch all instances of customer names being sent
outside the network, this policy will return too many false positives by detecting
email messages that do not divulge protected information. First and last names
require a much greater understanding of context to determine if the data is

confidential
False Policy rules too | False negatives obscure gaps in security by allowing data loss, the potential for
negatives tight or narrow financial losses, legal exposure, and damage to the reputation of an organization.

False negatives are especially dangerous because you do not know you have
lost sensitive data.

For example, a policy that contains a keyword match on the word "confidential"
but also contains a condition that excludes all Microsoft Word documents would
be too narrow and be suspect to false negatives because it would likely miss
detecting many actual incidents contained in such documents

See “Start with high match thresholds to reduce false positives” on page 407.
See “Use a limited number of exceptions to narrow detection scope” on page 408.

See “Use compound conditions to improve match accuracy” on page 408.

Start with high match thresholds to reduce false
positives

For content-based detection rules, there is a configuration setting that lets you
"count all matches" but only report an incident after a threshold number of matches
has been reached. The general recommendation is to start with high match
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thresholds for your content-based detection policies. As you tune your policies you
can reduce the match thresholds to be more precise.

See “Configuring match counting” on page 374.

Use a limited number of exceptions to narrow
detection scope

You can implement exception conditions for any detection rule, except EDM rules.
The limited use of exception conditions can help to reduce false positives by
narrowing the scope of policy detection. However, if you need to use several
exceptions in a single policy to achieve the desired detection results, reconsider
the design of the policy. Make sure the policy is well-defined and uses the proper
match conditions.

Caution: Too many compound exceptions in a policy can cause system performance
issues. You should avoid the use of compound exceptions as much as possible.

It is important to understand how exception conditions work so you can use them
properly. Exception conditions disqualify messages from creating incidents.
Exception conditions are checked first by the detection server before match
conditions. If the exception condition matches, the system immediately discards
the entire message or message component that met the exception. There is no
support for match-level exceptions. Once the message or message component is
discarded by meeting an exception, the data is no longer available for policy
evaluation.

See “Exception conditions” on page 346.

See “Use compound conditions to improve match accuracy” on page 408.

Use compound conditions to improve match accuracy

Compound conditions can help you improve the match accuracy of your policies.
Suppose you are concerned about Microsoft Word documents leaving the network.
Initially, you add a policy that uses an attachment type condition to catch all Word
files. You quickly discover that too many messages contain Word file attachments
that do not divulge protected information. When you examine the incidents more
closely, you realize that you are more concerned with Word files that contain the
word CONFIDENTIAL. In this case you can convert the attachment type condition
to a compound rule by adding a keyword rule for the word CONFIDENTIAL. Such
a configuration would achieve more accurate detection results.
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See “Compound conditions” on page 347.

Author policies to limit the potential effect of two-tier

detection

The Exact Data Matching (EDM) and profiled Directory Group Matching (DGM)
conditions require two-tier detection. For these conditions, the DLP Agent must
send the data to the Endpoint Server for evaluation. Indexed Document Matching
(IDM) uses two-tier detection if it is enabled.

See “Two-tier detection for DLP Agents” on page 348.

On the endpoint the DLP Agent executes the least expensive rules first. If you are
deploying a policy to the endpoint that requires two-tier detection, you can author
the policy in such a way to limit the potential effect of two-tier detection.

Table 19-5 provides some considerations for authoring policies to limit the potential
effect of two-tier detection.

See “Detection messages and message components” on page 344.

Table 19-5 Policy configurations for two-tier detection rules

Two-tier match condition

Policy configuration

Exact Data Matching (EDM)

For EDM policies, consider including Data Identifier rules OR'd with EDM rules.
For example, for a policy that uses an EDM condition to match social security
numbers, you could add a second rule that uses the SSN Data Identifier condition.
The Data Identifier does not require two-tier detection and is evaluated locally by
the DLP Agent. If the DLP Agent is not connected to the Endpoint Server when
the DLP Agent receives the data, the DLP Agent can still perform SSN pattern
matching based on the Data Identifier condition.

See “Combine Data Identifiers with EDM rules to limit the impact of two-tier
detection” on page 503.

For example policy configurations, each of the policy templates that provide EDM
conditions also provide corresponding Data Identifier conditions.

See “Choosing an Exact Data Profile” on page 362.
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Table 19-5 Policy configurations for two-tier detection rules (continued)

Two-tier match condition

Policy configuration

Indexed Document Matching
(IDM)

For IDM policies that match file contents, consider using VML rules OR'd with IDM
rules. VML rules do not require two-tier detection and are executed locally by the
DLP Agent. If you do not need to match file contents exactly, you may want to use
VML instead of IDM.

See “Use the appropriate match condition for your data loss prevention objectives”
on page 405.

If you are only concerned with file matching, not file contents, consider using
compound file property rules instead of IDM. File property rules do not require
two-tier detection.

See “Use compound file property rules to protect design and multimedia files”
on page 698.

Directory Group Matching (DGM)

For the synchronized DGM Recipient condition, consider including a Recipient
Matches Pattern condition OR'd with the DGM condition. The pattern condition
does not require two-tier detection and is evaluated locally by the DLP Agent.

See “About two-tier detection for synchronized DGM” on page 735.

Use policy groups to manage policy lifecycle

Use policy groups to test policies before using them in production. Create a test

policy group to which only you have access. Then, create policies and add them
to the test policy group. Review the incidents your test policies capture. After you
tune the policies and confirm that they capture the expected incidents, you can
rename the policy group and grant the appropriate roles access to it. You can also
use policy groups to manage legacy policies, as well as policies you want to import
or export.

See “Policy groups” on page 325.

See “Removing policies and policy groups” on page 397.

Follow detection-specific best practices

In additional to these general policy authoring considerations, you should be aware
of and keep in mind policy tuning considerations specific to each type of match
condition.

Table 19-6 lists detection specific considerations, with links to topics for more
information.
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Table 19-6 Best practices for specific detection methods

Detection method

Description

EDM See “Best practices for using EDM” on page 494.
IDM See “Best practices for using IDM” on page 543.
VML See “Best practices for using VML” on page 587.

Data identifiers

See “Best practices for using data identifiers” on page 658.

Keywords

See “Best practices for using keyword matching” on page 674.

Regular expressions

See “Best practices for using regular expression matching” on page 680.

Non-English language
detection

See “Best practices for detecting non-English language content” on page 684.

File properties

See “Best practices for using file property matching” on page 698.

Network protocols

See “Best practices for using network protocol matching” on page 711.

Endpoint events

See “Best practices for using endpoint detection” on page 722.

Described identities

See “Best practices for using described identity matching” on page 731.

Synchronized DGM

See “Best practices for using synchronized DGM” on page 740.

Profiled DGM

See “Best practices for using profiled DGM” on page 746.

Metadata detection

See “Best practices for using metadata detection” on page 775.




Detecting content using
Exact Data Matching (EDM)

This chapter includes the following topics:

= Introducing Exact Data Matching (EDM)

» Configuring Exact Data profiles

= Configuring EDM policies

» Using multi-token matching

= Updating EDM indexes to the latest version
= Memory requirements for EDM

= Remote EDM indexing

= Best practices for using EDM

Introducing Exact Data Matching (EDM)

Exact Data Matching (EDM) is designed to protect your most sensitive content. You
can use EDM to detect personally identifiable information (Pll}—such as social
security numbers, bank account numbers, credit card numbers—confidential
customer and employee records, and other confidential data stored in a structured
data source, such as a database, directory server, or a structured data file such as
CSV or spreadsheet.

To implement EDM policies, you identify and prepare the data you want to protect.
You create an Exact Data Profile and index the structured data source using the
Enforce Server administration console, or remotely using the Remote EDM Indexer.
During the indexing process, the system fingerprints the data by accessing and
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extracting the text-based content, normalizing it, and securing it using a nonreversible
hash. You can schedule indexing on a regular basis so the data is current.

Once you have profiled the data, you configure the Content Matches Exact Data
condition to match individual pieces of the indexed data. For increased accuracy
you can configure the condition to match combinations of data fields from a particular
record. The EDM policy condition matches on data coming from the same row or
record of data. For example, you can configure the EDM policy condition to look
for any three of First Name, Last Name, SSN, Account Number, or Phone Number
occurring together in a message and corresponding to a record from your customer
database.

Once the policy is deployed to one or more detection servers, the system can detect
the data you have profiled in either structured or unstructured format. For example,
you could deploy the EDM policy to a Network Discover Server and scan data
repositories for confidential data matching data records in the index. Or, you could
deploy the EDM policy to a Network Prevent for Email Server to detect records in
email communications and attachments, such as Microsoft Word files. If the
attachment is a spreadsheet, such as Microsoft Excel, the EDM policy can detect
the presence of confidential records there as well.

See “About the Exact Data Profile and index” on page 416.

About using EDM to protect content

To understand how EDM works, consider the following example. Your company
maintains an employee database that contains the following column fields:

= First Name
= Last Name
= SSN

= Date of Hire
= Salary

In a structured data format such as a database, each row represents one record,
with each record containing values for each column data field. In this example, each
row in the database contains information for one employee, and you can use EDM
to protect each record. For example, one row in the data source file contains the
following pipe ("|") delimited record:

First Name | Last Name | SSN | Date of hire | Salary
Bob | Smith | 123-45-6789 | 05/26/99 | $42500

You create an Exact Data Profile and index the data source file. When you configure
the profile, you map the data field columns to system-defined patterns and validate
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the data. You then configure the EDM policy condition that references the Exact
Data Profile. In this example, the condition matches if a message contains all five
data fields.

The detection server reports a match if it detects the following in any inbound
message:

Bob Smith 123-45-6789 05/26/99 $42500

But, a message containing the following does not match because that record is not
in the index:

Betty Smith 000-00-0000 05/26/99 $42500

If you limited the condition to matching only the Last Name, SSN, and Salary column
fields, the following message is a match because it meets the criteria:

Robert, Smith, 123-45-6789, 05/29/99, $42500

Finally, the following message contents do not match because the value for the
SSN is not present in the profile:

Bob, Smith, 415-789-0000, 05/26/99, $42500
See “Configuring Exact Data profiles” on page 422.

EDM policy features

EDM policy matching involves searching for indexed content in a given message
and generating an incident if a match is found within the defined proximity range.

Policy matching features of EDM include the following:
= You can select any number of columns to be matched from a given data source.

= You can define exclude combinations so that matches against those
combinations are not reported.

= When creating the index, the system provides pattern validation for social security
numbers, credit card numbers, U.S. and Canada phone numbers and ZIP codes,
email and IP addresses, numbers, and percents.

= There is an editable stop word dictionary you can use to prevent single token
stopwords from matching.

= The system provides match highlighting at the incident snapshot screen.

= You can use a where clause in the EDM rule and matches that do not satisfy
the where clause are ignored.

= You can use Data Owner Exception to ignore detection based on the sender or
recipient's email address or domain.
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You can use profiled Directory Group Matching (DGM) to match on senders or
recipients of data based on email address, IM handle, or Windows user name.

Proximity matching range that is proportional to the number of required matches
set in the policy condition.

Full support for single- and multi-token cell indexing and matching. A multi-token
is a cell that is indexed that contains two or more words.

See “EDM policy templates” on page 415.

EDM policy templates

Symantec Data Loss Prevention provides several policy templates that feature
EDM. If you use one of these templates, the system lets you validate your Exact
Data Profile against the template when you are configuring the profile.

Caldicott Report
See “Caldicott Report policy template” on page 1038.

Customer Data Protection
See “Customer Data Protection policy template” on page 1044.

Data Protection Act 1988
See “Data Protection Act 1998 (UK) policy template” on page 1045.

Employee Data Protection
See “Employee Data Protection policy template” on page 1051.

EU Data Protection Directives
See “Data Protection Directives (EU) policy template” on page 1047.

Export Administration Regulations (EAR)
See “Export Administration Regulations (EAR) policy template” on page 1053.

FACTA 2003 (Red Flag Rules)
See “FACTA 2003 (Red Flag Rules) policy template” on page 1054.

Gramme-Leach-Bliley
See “Gramm-Leach-Bliley policy template” on page 1091.

HIPAA and HITECH (including PHI)
See “HIPAA and HITECH (including PHI) policy template” on page 1093.

Human Rights Act 1998
See “Human Rights Act 1998 policy template” on page 1097.

International Traffic in Arms Regulations (ITAR)
See “International Traffic in Arms Regulations (ITAR) policy template”
on page 1099.
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= Payment Card Industry Data Security Standard
See “Payment Card Industry (PCl) Data Security Standard policy template”
on page 1112.

= PIPEDA
See “PIPEDA policy template” on page 1113.

s Price Information
See “Price Information policy template” on page 1115.

= Resumes
See “Resumes policy template” on page 1119.

= State Data Privacy
See “SEC Fair Disclosure Regulation policy template” on page 1122.

See “Creating and modifying Exact Data Profiles” on page 429.

See “Leverage EDM policy templates when possible” on page 499.

About the Exact Data Profile and index

The Exact Data Profile is the user-defined configuration you create to index the
data source and map the data. The index is a secure file (or set of files) that contains
hashes of the exact data values from each field in your data source, along with
information about those data values. The index does not contain the data values
themselves.

The index that is generated consists of 12 binary patasource. rdx files, each with
space to fit into random access memory (RAM) on the detection server(s). By
default, Symantec Data Loss Prevention stores index files in
\SymantecDLP\Protect\index (on Windows) orin /var/SymantecDLP/index
(on Linux) on the Enforce Server.

Symantec Data Loss Prevention automatically deploys EDM indexes (* . rdx files)
to the index directory on all detection servers. When an active policy that references
an EDM profile is deployed to a detection server, the detection server loads the
corresponding EDM index into RAM. If a new detection server is added after an
index has been created, the *. rdx files in the index folder on the Enforce Server
are deployed to the index folder on the new detection server. You cannot manually
deploy index files to detection servers.

At run-time during detection, the system converts input content into hashed data
values using the same algorithm it employs for indexes. It then compares data
values from input content to those in the appropriate index file(s), identifying
matches.

See “Creating and modifying Exact Data Profiles” on page 429.
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See “Memory requirements for EDM” on page 466.

About the exact data source file

The data source file is a flat file containing data in a standard delimited format (pipe
or tab) that has been extracted from a database, spreadsheet, or other structured
data source, and cleansed for profiling. You upload the data source file to the
Enforce Server when you are defining the Exact Data Profile. For example, by
exporting data from a database (performing a "data dump"), the resulting *.dat file
can be used as the data source for your EDM profile.

See “Creating the exact data source file for EDM” on page 423.

You can use the SQL pre-indexer to index the data source directly. However, this
approach has limitations because in most cases the data must first be cleansed
before it is indexed.

See “Remote EDM indexing” on page 476.

The data source file must contain at least one unique column field. Some examples
of unique column fields include social security number, drivers license number, and
credit card number.

See “Best practices for using EDM” on page 494.

The maximum number of columns that a single data source file can have is 32. If
the data source file has more than 32 columns, the Enforce Server administration
console produces an error message at the profile screen, and the data source file
is not indexed. The maximum number of rows is 4 billion - 2(2*32-2) and the total
number of cells in a single data source file should not exceed 6 billion cells. If your
data source file is larger than this, split it into multiple files and index each separately.

Table 20-1 summarizes size limitations for EDM data source files.

Note: The format for the data source file should be a text-based format containing
pipe- or tab-delimited contents. In general you should avoid using a spreadsheet
format for the data source file (such as XLS or XLSX) because such programs use
scientific notation to render numbers.

Table 20-1 EDM data source file size limitations

Data source file

Limit Description

Columns

The data source file cannot have more than 32 columns. If it does, the system
does not index it.
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Table 20-1 EDM data source file size limitations (continued)
Data source file | Limit Description
Cells 6 billion The data source file cannot have more than 6 billion data cells. If it does, the
system does not index it.
Rows 4 billion - The maximum number of rows supported is 4 billion - 2(2432-2).
2(232-2)

About cleansing the exact data source file

Once you have created the data source file, you must prepare the data for indexing
by cleansing it. It is critical that you cleanse the data source file to ensure that your
EDM policies are as accurate as possible. You can use tools such as Stream Editor
(sed) and AWK to cleanse the data source file. Melissa Data provides good tools
for normalizing data in the data source, such as addresses.

Table 20-2 provides the workflow for cleansing the data source file for indexing.

Table 20-2 Workflow for cleansing the data source file

Step |Action Description

1 Prepare the data source file for See “Preparing the exact data source file for
indexing. indexing” on page 425.

2 Ensure that the data source has at | See “Ensure data source has at least one
least one column that is unique column of unique data” on page 495.
data.

3 Remove incomplete and duplicate | See “Cleanse the data source file of blank
records. Do not fill empty cells with | columns and duplicate rows” on page 496.
bogus data.

4 Remove improper characters. See “Remove ambiguous character types from

the data source file” on page 497.

5 Verify that the data source file is

below the error threshold.

About using System Fields for data source validation

Column headings in your data source are useful for visual reference. However, they
do not tell Symantec Data Loss Prevention what kind of data the columns contain.
To do this, you use the Field Mappings section of the Exact Data Profile to specify
mappings between fields in your data source. You can also use field mappings to
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specify fields that the system recognizes in the system-provided policy templates.
The Field Mappings section also gives you advanced options for specifying custom
fields and validating the data in those fields.

See “Mapping Exact Data Profile fields” on page 433.

Consider the following example use of field mappings. Your company wants to
protect employee data, including employee social security numbers. You create a
Data Loss Prevention policy based on the Employee Data Protection template. The
policy requires an exact data index with fields for social security numbers and other
employee data. You prepare your data source and then create the Exact Data
Profile. To validate the data in the social security number field, you map this column
field in your index to the "Social Security Number" system field pattern. The system
then validates all data in that field using the Social Security Number validator to
ensure that each data item is a social security number

Using the system-defined field patterns to validate your data is critical to the accuracy
of your EDM policies. If there is no system-defined field pattern that corresponds
to one or more data fields in your index, you can define custom fields and choose
the appropriate validator to validate the data.

See “Map data source column to system fields to leverage validation” on page 498.

About index scheduling

After you have indexed an exact data source extract, its schema cannot be changed
because the *.rdx index file is binary. If the data source changes, or the number of
columns or data mapping of the exact data source file changes, you must create a
new EDM index and update the policies that reference the changed data. In this

case you can schedule the indexing to keep the index in sync with the data source.

The typical use case is as follows. You extract data from a database to a file and
cleanse it. This is your data source file. Using the Enforce Server administration
console you define an Exact Data Profile and index the data source file. The system
generates the *.rdx index files and deploys them to one or more detection servers.
However, if you know that the data changes frequently, you need to generate a
new data source file weekly or monthly to keep up with the changes to the database.
In this case, you can use index scheduling to automate the indexing of the data
source file so you do not have to return to the Enforce Server administration console
and reindex the updated data source. Your only task is to drop an updated and
cleansed data source file to the Enforce Server for scheduled indexing.

See “Configuring Exact Data profiles” on page 422.
See “Scheduling Exact Data Profile indexing” on page 436.

See “Use scheduled indexing to automate profile updates” on page 500.
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About the Content Matches Exact Data From condition

The Content Matches Exact Data From an Exact Data Profile condition is the
detection component you use to implement EDM policies. When you define this
condition, you select the EDM profile on which the condition is based. You also
select the rows you want to use in your condition, as well as any WHERE clause
limitations.

Note: You cannot use the Content Matches Exact Data From an Exact Data
Profile condition as a policy exception. Data Loss Prevention does not support the
use of the EDM condition as a policy exception.

See “Configuring the Content Matches Exact Data policy condition” on page 440.

About Data Owner Exception

Although EDM does not support the explicit use of match exceptions in policies,
EDM does support criteria-based matching exceptions. This feature of EDM is
known as Data Owner Exception. Data owner exception lets you tag or authorize
a specific field in an Exact Data Profile as the data owner. At run-time if the sender
or recipient of the data is authorized as a data owner, the condition does not trigger
a match and the data is allowed to be sent or received by the data owner

You implement data owner exception by including either the email address field or
domain address field in your Exact Data Profile. In the EDM policy condition, you
specify the field as either the sender or recipient data owner. An authorized data
owner, identified by his or her email address or a domain address, who is a sender
can send his or her own confidential information without triggering an EDM match
or incident. This means that the sender can send any information that is contained
in the row where his or her email address or domain is specified. Authorized data
owner recipients can be specified individually or all recipients in the list can be
allowed to receive the data without triggering a match.

As a policy author, data owner exception gives you the flexibility to allow data owners
to use their own data legitimately. For example, if data owner exception is enabled,
an employee can send an email containing his or her own confidential information
(such as an account number) without triggering a match or an incident. Similarly,
if data owner exception is configured for a recipient, the system does not trigger an
EDM match or incident if the data owner is receiving his or her own information,
such as someone outside the company is sending an email to the data owner
containing his or her account number.

See “About upgrading EDM deployments” on page 422.

See “Creating the exact data source file for Data Owner Exception” on page 424.
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See “Configuring Data Owner Exception for EDM policy conditions” on page 442.

About profiled Directory Group Matching (DGM)

Profiled Directory Group Matching (DGM) is a specialized implementation of EDM
that is used to detect the exact identity of a message user, sender, or recipient that
has been profiled from a directory server or database

Profiled DGM leverages EDM technology to detect identities that you have indexed
from your database or directory server using an Exact Data Profile. For example,
you can use profiled DGM to identify network user activity or to analyze content
associated with particular users, senders, or recipients. Or, you can exclude certain
email addresses from analysis. Or, you might want to prevent certain people from
sending confidential information by email.

To implement profiled DGM, your exact data source file must contain one or more
of the following fields:

= Email address

= |P address

= Windows user name

= IM name (AOL, Yahoo, MSN)

If you include the email address field in the DGM profile, the field appears in the
Directory EDM drop-down list at the incident snapshot screen in the Enforce Server
administration console, which facilitates remediation.

See “Creating the exact data source file for profiled DGM” on page 425.

See “Include an email address field in the Exact Data Profile for profiled DGM”
on page 504.

See “Use profiled DGM for Network Prevent for Web identity detection” on page 504.

About two-tier detection for EDM on the endpoint

The EDM index is server-based. If you deploy a policy containing an EDM condition
to the DLP Agent on the endpoint, the system uses two-tier detection to evaluate

data for matching. In this case the EDM detection condition is not evaluated locally
by the DLP Agent. Instead, the DLP Agent sends the data to the Endpoint Server
for evaluation against the index. If the endpoint is offline, the message cannot be

sent until the server is available, which can affect endpoint performance.

See “Two-tier detection for DLP Agents” on page 348.
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To check if two-tier detection is being used, check the
\SymantecDLP\Protect\logs\debug\FileReader.log on the Endpoint Server to
see if any EDM indexes are being loaded. Look for the line "loaded database profile."

See “Troubleshooting policies” on page 399.

About upgrading EDM deployments

To take advantage of the latest EDM enhancements, you must upgrade your servers
to Symantec Data Loss Prevention version 14.0 and you must reindex your EDM
data sources using the 14.0 EDM Indexer. Although legacy EDM indexes run on
14.0 detection servers, such indexes do not support new features. In addition, you
must calculate the memory required to index the data source and load and process
each EDM index at run-time.

See “About Data Owner Exception” on page 420.
See “Updating EDM indexes to the latest version” on page 462.
See “Memory requirements for EDM” on page 466.

See “EDM index out-of-date error codes” on page 466.

Configuring Exact Data profiles

To implement EDM, you create the Exact Data Profile, index the data source, and
define one or more EDM detection conditions to match profiled data exactly.

See “About the Exact Data Profile and index” on page 416.

Table 20-3 Implementing Exact Data Matching

Step

Action

Description

Create the data source file. Export the source data from the database (or other data repository) to

a tabular text file.

If you want to except data owners from matching, you need to include
specific data items in the data source file.

See “About the exact data source file” on page 417.

If you want to match identities for profiled Directory Group Matching
(DGM), you need to include specific data items in the data source files.

See “Creating the exact data source file for EDM” on page 423.

Prepare the data source file for | Remove irregularities from the data source file.

indexing.

See “Preparing the exact data source file for indexing” on page 425.
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Table 20-3 Implementing Exact Data Matching (continued)
Step Action Description
3 Upload the data source file to the | You can copy or upload the data source file to the Enforce Server, or
Enforce Server. access it remotely.

See “Uploading exact data source files to the Enforce Server”
on page 427.

4 Create an Exact Data Profile. An Exact Data Profile is required to implement Exact Data Matching
(EDM) policies. The Exact Data Profile specifies the data source, data
field types, and the indexing schedule.

See “Creating and modifying Exact Data Profiles” on page 429.

5 Map and validate the data fields. | You map the source data fields to system or custom data types that
the system validates. For example, a social security number data field
needs to be nine digits.

See “About using System Fields for data source validation” on page 418.

See “Mapping Exact Data Profile fields” on page 433.

6 Index the data source, or See “About index scheduling” on page 419.

schedule indexing. See “Scheduling Exact Data Profile indexing” on page 436.

7 Configure and tune one or more | See “Configuring the Content Matches Exact Data policy condition”
EDM detection conditions. on page 440.

See “Configuring the Content Matches Exact Data policy condition”
on page 440.

Creating the exact data source file for EDM

The first step in the EDM indexing process is to create the data source. A data
source is a flat file containing data in a standard delimited format.

If you plan to use a policy template, review it before creating the data source file to
see which data fields the policy uses. For relatively small data sources, include as
many suggested fields in your data source as possible. However, note that the
more fields you include, the more memory the resulting index requires. This
consideration is important if you have a large data source. When you create the
data profile, you can confirm how well the fields in your data source match against
the suggested fields for the template.

See Table 20-4 on page 424.
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Table 20-4 Create the exact data source file
Step Description
1 Export the data you want to protect from a database or other tabular data format, such as an Excel

spreadsheet, to a flat file. The data source file you create must be a tabular text file that contains rows
of data from the original source. Each row from the original source is included as a row in the data source
file. Delimit columns using a tab, a comma, or a pipe. Pipe is preferred. Comma should not be used if
your data source fields contain numbers.

See “About the exact data source file” on page 417.

You must maintain all the structured data that you exported from the source database table or table-like
format in one data source file. You cannot split the data source across multiple files.

The data source file cannot exceed 32 columns, 4 billion - 2 (2232 -2) rows, or 6 billion cells. If you plan
to upload the data source file to the Enforce Server, browser capacity limits the data source size to 2
GB. For file sizes larger than this size you can copy the file to the Enforce Server using FTP/S.

2 Include required data fields for specific EDM implementations:

= Unique data
For all EDM implementations, make sure the data source contains at least one column of unique
data
See “Ensure data source has at least one column of unique data” on page 495.
= Data Owner Exception
Make sure the data source contains the email address field or domain field, if you plan to use data
owner exceptions.
See “Creating the exact data source file for Data Owner Exception” on page 424.
» Directory Group Matching
Make sure the data source includes one or more sender/recipient identifying fields.
See “Creating the exact data source file for profiled DGM” on page 425.

3 Prepare the data source file for indexing.

See “Preparing the exact data source file for indexing” on page 425.

Creating the exact data source file for Data Owner Exception

To implement Data Owner Exception and ignore data owners from detection, you
must explicitly include each user's email address or domain address in the Exact
Data Profile. Each expected domain (for example, symantec.com) must be explicitly
added to the Exact Data Profile. The system does not automatically match on
subdomains (for example, fileconnect.symantec.com). Each subdomain must be
explicitly added to the Exact Data Profile.

To implement the data owner exception feature, you must include either or both of
the following fields in your data source file:
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= Email address

= Domain address

See “About Data Owner Exception” on page 420.

See “Configuring Data Owner Exception for EDM policy conditions” on page 442.

Creating the exact data source file for profiled DGM

Profiled DGM leverages Exact Data Matching (EDM) technology to precisely detect
identities. Identity-related attributes may include an IP address, email address, user
name, business unit, department, manager, title, or employment status. Other
attributes may be whether that employee has provided consent to be monitored,
or whether the employee has access to sensitive information. To implement profiled
DGM, you must include at least one required data field in your data source.

See “About the Exact Data Profile and index” on page 416.

Table 20-5 lists the required fields for profiled DGM. The data source file must
contain at least one of these fields.

Table 20-5 Profiled DGM data source fields

Field

Description

Email address

If you use an email address column filed in the data source file, the email address appears in
the Directory EDM drop-down list at the incident snapshot screen.

IP address

For example: 172.24.56.33

Windows user name

If you use a Windows user name field in your data source, the data must be in the following
format: domain\user; for example: ACME\john smith.

AOL IM name

Yahoo! IM name

MSN IM name

IM screen name / handle

For example: myhandlel23

Preparing the exact data source file for indexing

Once you create the exact data source file, you must prepare it so that you can
efficiently index the data you want to protect.

When you index an exact data profile, the Enforce Server keeps track of empty
cells and any misplaced data which count as errors. For example, an error may be
a name that appears in a column for phone numbers. Errors can constitute a certain
percentage of the data in the profile (five percent, by default). If this default error
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threshold is met, Symantec Data Loss Prevention stops indexing. It then displays
an error to warn you that your data may be unorganized or corrupt.

To prepare the exact data source for EDM indexing

1 Make sure that the data source file is formatted as follows:

If the data source has more than 200,000 rows, verify that it has at least
two columns of data. One of the columns should contain unique values.
For example, credit card numbers, driver’s license numbers, or account
numbers (as opposed to first and last names, which are generic).

See “Ensure data source has at least one column of unique data”

on page 495.

Verify that you have delimited the data source using pipes ( | ) or tabs. If
the data source file uses commas as delimiters, remove any commas that
do not serve as delimiters.

See “Do not use the comma delimiter if the data source has number fields”
on page 498.

Verify that data values are not enclosed in quotes.

Remove single-character and abbreviated data values from the data source.
For example, remove the column name and all values for a column in which
the possible values are Y and N. Optionally, remove any columns that
contain numeric values with less that five digits, as these can cause false
positives in production.

See “Remove ambiguous character types from the data source file”

on page 497.

Verify that numbers, such as credit card or social security, are delimited
internally by dashes, or spaces, or none at all. Make sure that you do not
use a data-field delimiter such as a comma as an internal delimiter in any
such numbers. For example: 123-45-6789, or 123 45 6789, or 123456789
are valid, but not 123,45,6789.

See “Do not use the comma delimiter if the data source has number fields”
on page 498.

Eliminate duplicate records, which can cause duplicate incidents in
production.

See “Cleanse the data source file of blank columns and duplicate rows”
on page 496.

Do not index common values. EDM works best with values that are unique.
Think about the data you want to index (and thus protect). Is this data truly
valuable? If the value is something common, it is not useful as an EDM
value. For example, suppose you want to look for "US states." Since there
are only 50 states, if your exact data profile has 300,000 rows, the result
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is a lot of duplicates of common values. Symantec Data Loss Prevention
indexes all values in the exact data profile, regardless of if the data is used
in a policy or not. It is good practice to use values that are less common
and preferably unique to get the best results with EDM.

See “Ensure data source has at least one column of unique data”

on page 495.

2 Once you have prepared the exact data source file, proceed with the next step
in the EDM process: upload the exact data source file to the Enforce Server
for profiling the data you want to protect.

See “Uploading exact data source files to the Enforce Server” on page 427.

Uploading exact data source files to the Enforce Server

After you have prepared the data source file for indexing, load it to the Enforce
Server so the data source can be indexed.

See “Creating and modifying Exact Data Profiles” on page 429.

Listed here are the options you have for making the data source file available to
the Enforce Server. Consult with your database administrator to determine the best
method for your needs.

Table 20-6 Uploading the data source file to the Enforce Server for indexing

Upload option(s)

Use case Description

Upload Data Source
to Server Now

Data source file is | If you have a smaller data source file (less than 50 MB), upload the data
less than 50 MB | source file to the Enforce Server using the Enforce Server administration
console (web interface). When creating the Exact Data Profile, you can
specify the file path or browse to the directory and upload the data source
file.

Note: Due to browser capacity limits, the maximum file size that you can
upload is 2 GB. However, uploading any file over 50 MB is not
recommended since files over this size can take a long time to upload. If
your data source file is over 50 MB, consider copying the data source file
to the datafiles directory using the next option.
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Table 20-6 Uploading the data source file to the Enforce Server for indexing
(continued)
Upload option(s) Use case Description

Reference Data
Source on Manager
Host

Data source file is
over 50 MB

If you have a large data source file (over 50 MB), copy itto the datafiles
directory on the host where Enforce is installed.

= On Windows this directory is located at
\SymantecDLP\Protect\datafiles.

= On Linux this directory is located at
/var/SymantecDLP/datafiles.

This option is convenient because it makes the data file available by
reference by a drop-down list during configuration of the Exact Data
Profile. If it is a large file, use a third-party solution (such as Secure FTP)
to transfer the data source file to the Enforce Server.

Note: Ensure that the Enforce user (usually called "protect") has modify
permissions (on Windows) or rw permissions (on Linux) for all files in the
datafiles directory.

Use This File Name

Data source file is
not yet created

In some cases you may want to create an EDM profile before you have
created the data source file. In this case you can create a profile template
and specify the name of the data source file you plan to create. This
option lets you define EDM policies using the EDM profile template before
you index the data source. The policies do not operate until the data
source is indexed. When you have created the data source file you place
itinthe \SymantecDLP\Protect\datafiles directory and index the
data source immediately on save or schedule indexing.

See “Creating and modifying Exact Data Profiles” on page 429.
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Table 20-6 Uploading the data source file to the Enforce Server for indexing
(continued)
Upload option(s) Use case Description

Use This File Name
and

Load Externally
Generated Index

Data source is to
be indexed
remotely and
copied to the
Enforce Server

In some environments it may not be secure or feasible to copy or upload
the data source file to the Enforce Server. In this situation you can index
the data source remotely using Remote EDM Indexer.

See “Remote EDM indexing” on page 476.

This utility lets you index an exact data source on a computer other than
the Enforce Server host. This feature is useful when you do not want to
copy the data source file to the same computer as the Enforce Server.
As an example, consider a situation where the originating department
wants to avoid the security risk of copying the data to an
extra-departmental host. In this case you can use the Remote EDM
Indexer.

First you create an EDM profile template where you choose the Use this
File Name and the Number of Columns options. You must specify the
name of the data source file and the number of columns it contains.

See “Creating an EDM profile template for remote indexing” on page 479.

You then use the Remote EDM Indexer to remotely index the data source
and copy the index files to the Enforce Server host and load the externally
generated index. The Load Externally Generated Index option is only
available after you have defined and saved the profile. Remote indexes
are loaded from the /SymantecDLP/Protect/Index directory onthe
Enforce Server host.

See “Copying and loading remote index files to the Enforce Server”
on page 485.

Creating and modifying Exact Data Profiles

The Manage > Data Profiles > Exact Data > Add Exact Data Profile screen is

the home page for managing and adding Exact Data Profiles. An Exact Data Profile
is required to implement an instance of the Content Matches Exact Data detection
rule. An Exact Data Profile specifies the data source, the indexing parameters, and
the indexing schedule. Once you have created the EDM profile, you index the data
source and configure one or more detection rules to use the profile and detect exact
content matches

See “Configuring Exact Data profiles” on page 422.

Note: If you are using the Remote EDM Indexer to generate the Exact Data Profile,

refer to the following topic.

429



Detecting content using Exact Data Matching (EDM) | 430
Configuring Exact Data profiles

To create or modify an Exact Data Profile

1

Make sure that you have created the data source file.

See “Creating the exact data source file for EDM” on page 423.
Make sure that you have prepared the data source file for indexing.
See “Preparing the exact data source file for indexing” on page 425.

Make sure the data source contains the email address field or domain field, if
you plan to use data owner exceptions.

See “About Data Owner Exception” on page 420.

In the Enforce Server administration console, navigate to Manage > Data
Profiles > Exact Data.

Click Add Exact Data Profile.
Enter a unique, descriptive Name for the profile (limited to 256 characters).

For easy reference, choose a name that describes the data content and the
index type (for example, Employee Data EDM).

If you modify an existing Exact Data Profile you can change the profile name.

Select one of the following Data Source options to make the data source file
available to the Enforce Server:

= Upload Data Source to Server Now
If you are creating a new profile, click Browse and select the data source
file, or enter the full path to the data source file.
If you are modifying an existing profile, select Upload Now.
See “Uploading exact data source files to the Enforce Server” on page 427.

= Reference Data Source on Manager Host
If you copied the data source file to the "datafiles" directory on the Enforce
Server, it appears in the drop-down list for selection.
See “Uploading exact data source files to the Enforce Server” on page 427.

= Use This File Name
Select this option if you have not yet created the data source file but want
to configure EDM policies using a placeholder EDM profile. Enter the file
name of the data source you plan to create, including the Number of
Columns itis to have. When you do create the data source, you must copy
it to the "datafiles" directory.
See “Uploading exact data source files to the Enforce Server” on page 427.
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Note: Use this option with caution. Be sure to remember to create the data
source file and copy it to the "datafiles" directory. Name the data source
file exactly the same as the name you enter here and include the exact
number of columns you specify here.

= Load Externally Generated Index
Select this option if you have created an index on a remote computer using
the Remote EDM Indexer. This option is only available after you have
defined and saved the profile. Profiles are loaded from the
/SymantecDLP/Protect/Index directory on the Enforce Server host.

See “Uploading exact data source files to the Enforce Server” on page 427.

If the first row of your data source contains Column Names, select the "Read
first row as column names" check box.

Specify the Error Threshold, which is the maximum percentage of rows that
contain errors before indexing stops.

A data source error is either an empty cell, a cell with the wrong type of data,
or extra cells in the data source. For example, a name in a column for phone
numbers is an error. If errors exceed a certain percentage of the overall data
source (by default, 5%), the system quits indexing and displays an indexing
error message. The index is not created if the data source has more invalid
records than the error threshold value allows. Although you can change the
threshold value, more than a small percentage of errors in the data source can
indicate that the data source is corrupt, is in an incorrect format, or cannot be
read. If you have a significant percentage of errors (10% or more), stop indexing
and cleanse the data source.

See “Preparing the exact data source file for indexing” on page 425.

Select the Column Separator Char (delimiter) that you have used to separate
the values in the data source file. The delimiters you can use are tabs, commas,
or pipes.

Select one of the following encoding values for the content to analyze, which
must match the encoding of your data source:

= 1S0-8859-1 (Latin-1) (default value)
Standard 8-bit encoding for Western European languages using the Latin
alphabet.

= UTF-8
Use this encoding for all languages that use the Unicode 4.0 standard (all

single- and double-byte characters), including those in East Asian
languages.
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= UTF-16
Use this encoding for all languages that use the Unicode 4.0 standard (all
single- and double-byte characters), including those in East Asian
languages.

Note: Make sure that you select the correct encoding. The system does not
prevent you from creating an EDM profile using the wrong encoding. The
system only reports an error at run-time when the EDM policy attempts to
match inbound data. To make sure that you select the correct encoding, after
you clickNext, verify that the column names appear correctly. If the column
names do not look correct, you chose the wrong encoding.

Click Next to go to the second Add Exact Data Profile screen.

The Field Mappings section displays the columns in the data source and the
field to which each column is mapped in the Exact Data Profile. Field mappings
in existing Exact Data Profiles are fixed and, therefore, are not editable.

See “About using System Fields for data source validation” on page 418.
See “Mapping Exact Data Profile fields” on page 433.

Confirm that the column names in your data source are accurately represented
in the Data Source Field column. If you selected the Column Names option,
the Data Source Field column lists the names in the first row of your data
source. If you did not select the Column Names option, the column lists Col 1,
Col 2, and so on.

In the System Field column, select a field from the drop-down list for each
data source field. (This step is required if you use a policy template, or if you
want to check for errors in the data source.)

For example, for a data source field that is called
SOCIAL_SECURITY_NUMBER, select Social Security Number from the
corresponding drop-down list. The values in the System Field drop-down lists
include all suggested fields for all policy templates.

Optionally, specify and name any custom fields (that is, the fields that are not
pre-populated in the System Field drop-down lists). To do so, perform these
steps in the following order:

= Click Advanced View to the right of the Field Mappings heading. This
screen displays two additional columns (Custom Name and Type).

= To add a custom system field name, go to the appropriate System Field
drop-down list. Select Custom, and type the name in the corresponding
Custom Name text field.
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= To specify a pattern type (for purposes of error checking), go to the
appropriate Type drop-down list and select the wanted pattern. (To see
descriptions of all available pattern types, click Description at the top of
the column.)

16 Check your field mappings against the suggested fields for the policy template
you plan to use. To do so, go to the Check Mappings Against drop-down list,
select a template, and click Check now on the right.

The system displays a list of all template fields that you have not mapped. You
can go back and map these fields now. Alternatively, you may want to expand
your data source to include as many expected fields as possible, and then
re-create the exact data profile. Symantec recommends that you include as
many expected data fields as possible.

17 In the Indexing section of the screen, select one of the following options:

= Submit Indexing Job on Save

Select this option to begin indexing the data source when you save the
exact data profile.

= Submit Indexing Job on Schedule
Select this option to index the data source according to a specific schedule.
Make a selection from the Schedule drop-down list and specify days, dates,
and times as required.

See “About index scheduling” on page 419.
See “Scheduling Exact Data Profile indexing” on page 436.

18 Click Finish.

After Symantec Data Loss Prevention finishes indexing, it deletes the original
data source from the Enforce Server. After you index a data source, you cannot
change its schema. If you change column mappings for a data source after
you index it, you must create a new exact data profile.

After the indexing process is complete you can create new EDM rules for your
policies that reference the Exact Data Profile you have created.

See “Configuring the Content Matches Exact Data policy condition” on page 440.

Mapping Exact Data Profile fields

After you have added and configured the data source file and settings, the Manage
> Data Profiles > Exact Data > Add Exact Data Profile screen lets you map the
fields from the data source file to the Exact Data Profile you configure.

To enable error checking on a field in a data source or to use the index with a policy
template that uses a system field, you must map the field in the data source to the
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system field. The Field Mappings section lets you map the columns in the original
data source to system fields in the Exact Data Profile.

Table 20-7 Field mapping options

Field

Description

Data Source Field

If you selected the Column Names option at the Add Exact Data Profile screen, this column
lists the values that are found in the first row from the data source. If you did not select this
option, this column lists the columns by generic names (such as Col 1, Col 2, and so on).

Note: If you are implementing data owner exception, you must map either or both the email
address and domain fields.

See “Configuring the Content Matches Exact Data policy condition” on page 440.

System Field

Select the system field for each column.
A system field value (except None Selected) cannot be mapped to more than one column.

Some system fields have system patterns associated with them (such as social security
number) and some do not (such as last name).

See “Using system-provided pattern validators for EDM profiles” on page 435.

Check mappings
against policy
template

Select a policy template from the drop-down list to compare the field mappings against and
then click Check now.

All policy templates that implement EDM appear in the drop-down menu, including any you
have imported.

See “Choosing an Exact Data Profile” on page 362.

If you plan to use more than one policy template, select one and check it, and then select
another and check it, and so on.

If there are any fields in the policy template for which no data exists in the data source, a
message appears listing the missing fields. You can save the profile anyway or use a different
Exact Data Profile.

Advanced View

If you want to customize the schema for the exact data profile, click Advanced View to display
the advanced field mapping options.

Table 20-8 lists and describes the additional columns you can specify in the Advanced View
screen.

Indexing Select one of the indexing options.
See “Scheduling Exact Data Profile indexing” on page 436.
Finish Click Finish when you are done configuring the Exact Data Profile.
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From the Advanced View you map the system and data source fields to system
patterns. System patterns map the specified structure to the data in the Exact Data
Profile and enable efficient error checking and hints for the indexer.

Table 20-8 Advanced View options

Field

Description

Custom Name

If you select Custom Name for a System Field, enter a unique name for it and then select a
value for Type. The name is limited to 60 characters.

Type

If you select a value other than Custom for a System Field, some data types automatically
select a value for Type. For example, if you select Birth Date for the System Field, Date is
automatically selected as the Type. You can accept it or change it.

Some data types do not automatically select a value for Type. For example, if you select
Account Number for the System Field, the Type remains unselected. You can specify the
data type of your particular account numbers.

See “Using system-provided pattern validators for EDM profiles” on page 435.

Description

Click the link (description) beside the Type column header to display a pop-up window
containing the available system data types. See also the topic link below.

See “Using system-provided pattern validators for EDM profiles” on page 435.

Simple View

Click Simple View to return to the Simple View (with the Custom Name and Type columns
hidden).

See “Creating and modifying Exact Data Profiles” on page 429.

Using system-provided pattern validators for EDM profiles

Table 20-9 lists and describes the system-provided data validators for EDM profiles.

Table 20-9 System-provided data validators for EDM profiles

Type

Description

Credit Card Number

The Credit Card pattern is built around knowledge about various internationally recognized
credit cards, their registered prefixes, and number of digits in account numbers. The following
types of Credit Cards patterns are validated: MasterCard, Visa, America Express, Diners Club,
Discover, Enroute, and JCB.

Optional spaces in designated areas within credit cards numbers are recognized. Note that
only spaces in generally accepted locations (for example, after every 4th digit in MC/Visa) are
recognized. Note that the possible location of spaces differs for different card types. Credit
card numbers are validated using checksum algorithm. If a number looks like a credit card
number (that is, it has correct number of digits and correct prefix), but does not pass checksum
algorithm, it is not considered to be a credit card, but just a number.
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Table 20-9 System-provided data validators for EDM profiles (continued)

Type

Description

Email

Email is a sequence of characters that looks like the following: string@string.tld, where
string may contain letters, digits, underscore, dash, and dot, and 'tld' is one of the approved
DNS top level generic domains, or any two letters (for country domains).

IP Address

IP Address is a collection of 4 sequences of between 1 and 3 digits, separated by dots.

Number

Number is either float or integer, either by itself or in round brackets (parenthesis).

Percent

Percent is a number immediately followed by the percent sign ("%"). No space is allowed
between a number and a percent sign.

Phone

Only US and Canadian telephone numbers are recognized. The phone number must start
with any digit but 1, with the exception of numbers that include a country code

Phone number can be one of the following formats:

» 7 digits (no spaces or dashes)

= Same as above, preceded by 3 digits, or by 3 digits in round brackets, followed by spaces
or dashes

= 3 digits, followed by optional spaces/dashes, followed by 4 digits

= Same as above, preceded by the number 1, followed by spaces or dashes

All cases above can be optionally followed by an extension number, preceded by spaces or
dashes. The extension number is 2 to 5 digits preceded by any of the following (case
insensitive): 'x' 'ex’ 'ext' 'exten’ 'extens’ 'extensions' optionally followed by a dot and spaces.

Note: The system does not recognize the pattern XXX-XXX-XXXX as a valid phone number
format because this format is frequently used in other forms of identification. If your data source
contains a column of phone numbers in that format, select None Selected to avoid confusion
between phone numbers and other data.

Postal Code

Only US ZIP codes and Canadian Postal Codes are recognized. The US ZIP code is a sequence
of 5 digits, optionally followed by dash, followed by another 4 digits. The Canadian Postal
Code is a sequence like K2B 8C8, that is, "letter-digit-letter-space-digit-letter-digit" where
space(s) in the middle is optional.

Social Security
Number

Only US TAX IDs are recognized. The TAX ID is a 3 digits, optionally followed by spaces or
dashes, followed by 2 digits, optionally followed by spaces or dashes, followed by 4 digits.

Scheduling Exact Data Profile indexing

When you configure an Exact Data Profile, you can set a schedule for indexing the
data source (Submit Indexing on Job Schedule).

See “About index scheduling” on page 419.

Before you set up a schedule, consider the following recommendations:
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= If you update your data sources occasionally (for example, less than once a
month), there is no need to create a schedule. Index the data each time you
update the data source.

= Schedule indexing for times of minimal system use. Indexing affects performance
throughout the Symantec Data Loss Prevention system, and large data sources
can take time to index.

= Index a data source as soon as you add or modify the corresponding exact data
profile, and re-index the data source whenever you update it. For example,
consider a scenario whereby every Wednesday at 2:00 A.M. you update the
data source. In this case you should schedule indexing every Wednesday at
3:00 A.M. Do not index data sources daily as this can degrade performance.

= Monitor results and modify your indexing schedule accordingly. If performance
is good and you want more timely updates, for example, schedule more frequent
data updates and indexing.

The Indexing section lets you index the Exact Data Profile as soon as you save it
(recommended) or on a regular schedule as follows:

Table 20-10 Scheduling indexing for Exact Data Profiles

Parameter

Description

Submit Indexing
Job on Save

Select this option to index the Exact Data Profile when you click Save.

Submit Indexing
Job on Schedule

Select this option to schedule an indexing job. The default option is No Regular Schedule. If you
want to index according to a schedule, select a desired schedule period, as described.

Index Once

On - Enter the date to index the document profile in the format MM/DD/YY. You can also click the
date widget and select a date.

At — Select the hour to start indexing.

Index Daily

At — Select the hour to start indexing.

Until — Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.

Index Weekly

Day of the week — Select the day(s) to index the document profile.
At — Select the hour to start indexing.

Until — Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.
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Table 20-10 Scheduling indexing for Exact Data Profiles (continued)

Parameter

Description

Index Monthly

Day — Enter the number of the day of each month you want the indexing to occur. The number
must be 1 through 28.

At — Select the hour to start indexing.

Until — Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.

See “Mapping Exact Data Profile fields” on page 433.
See “Creating and modifying Exact Data Profiles” on page 429.

Managing and adding Exact Data Profiles

You manage and create Exact Data Profiles for EDM at the Manage > Data
Profiles > Exact Data screen. Once a profile has been created, the Exact Data
screen lists all Exact Data Profiles configured in the system.

See “About the Exact Data Profile and index” on page 416.

Table 20-11 Exact Data screen actions

Action

Description

Add EDM profile

Click Add Exact Data Profile to define a new Exact Data Profile.

See “Configuring Exact Data profiles” on page 422.

Edit EDM profile

To modify an existing Exact Data Profile, click the name of the profile, or click the pencil icon
at the far right of the profile row.

See “Creating and modifying Exact Data Profiles” on page 429.

Remove EDM profile | Click the red X icon at the far right of the profile row to delete the Exact Data Profile from the

system. A dialog box confirms the deletion.

Note: You cannot edit or remove a profile if another user currently modifies that profile, or if a
policy exists that depends on that profile.

Download EDM
profile

Click the download profile link to download and save the Exact Data Profile.

This is useful for archiving and sharing profiles across environments. The file is in the binary
* . edm format.
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Table 20-11 Exact Data screen actions (continued)

Action

Description

Refresh EDM profile
status

Click the refresh arrow icon at the upper right of the Exact Data screen to fetch the latest status
of the indexing process.

If you are in the process of indexing, the system displays the message "Indexing is starting."
The system does not automatically refresh the screen when the indexing process completes.

Table 20-12 Exact Data screen details

Column

Description

Exact Data Profile

The name of the exact data profile.

Last Active Version

The version of the exact data profile and the name of the detection server that runs the profile.

Status

The current status of the exact data profile, which can be any of the following:

= Next scheduled indexing (if it is not currently indexing)
= Sending an index to a detection server

= Indexing

» Deploying to servers

In addition, the current status of the indexing process for each detection server, which can be
any of the following:

s Completed, including a completion date

= Pending index completion (waiting for the Enforce Server to finish indexing the exact data
source file)

= Replicating indexing

= Creating index (internally)

s Building caches

Error messages

The Exact Data screen displays any error messages in red.

For example, if the Exact Data Profile is corrupt or does not exist, the system displays an error
message.

Configuring EDM policies

This section describes how to configure EDM policy conditions.
See “Configuring the Content Matches Exact Data policy condition” on page 440.
See “Configuring Data Owner Exception for EDM policy conditions” on page 442.
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See “Configuring the Sender/User based on a Profiled Directory policy condition”
on page 443.

See “Configuring the Recipient based on a Profiled Directory policy condition”
on page 444.

See “Configuring Advanced Server Settings for EDM policies” on page 446.

Configuring the Content Matches Exact Data policy condition

Once you have defined the Exact Data Profile and indexed the data source, you
configure one or more Content Matches Exact Data conditions in policy rules

See “About the Content Matches Exact Data From condition” on page 420.

Table 20-13 Configure the Content Matches Exact Data policy condition
Steps | Action Description
1 Configure an EDM Create a new EDM detection rule in a policy, or modify an existing EDM rule.

policy detection rule. See “Configuring policies” on page 366.

See “Configuring policy rules” on page 370.

Match Data Rows when All of these match

2

Select the fields to The first thing you do when configuring the EDM condition is select each data
match. field that you want the condition to match. You can select all or deselect all fields
at once. The system displays all the fields or columns that were included in the
index. You do not have to select all the fields, but you should select at least 2 or
3, one of which must be unique, such as social security number, credit card
number, and so forth.

See “Best practices for using EDM” on page 494.

Choose the number of | Choose the number of the selected fields to match from the drop down menu.
selected fields to match. | This number represents the number of fields of those selected that must be present
in a message to trigger a match. You must select at least as many fields to match
as the number of data fields you check. For example, if you choose 2 of the
selected fields from the menu, you must have checked at least two fields present
in a message for detection.

See “Ensure data source has at least one column of unique data” on page 495.
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Table 20-13 Configure the Content Matches Exact Data policy condition
(continued)
Steps | Action Description
4 Select the WHERE The WHERE clause option matches on the specified field value. You specify a

clause to enter specific
field values to match
(optional).

WHERE clause value by selecting an exact data field from the menu and by
entering a value for that field in the adjacent text box. If you enter more than one
value, separate the values with commas.

See “Use a WHERE clause to detect records that meet specific criteria”
on page 503.

For example, consider an Exact Data Profile for "Employees" with a "State" field
containing state abbreviations. In this example, to implement the WHERE clause,
you select (check) WHERE, choose "State" from the drop-down list, and enter
CA,NV in the text box. This WHERE clause then limits the detection server to
matching messages that contain either CA or NV as the value for the State field.

Note: You cannot specify a field for WHERE that is the same as one of the
selected matched fields.

Ignore Data Rows when Any of these match

5 Ignore data owners Selecting this option implements Data Owner Exception.
(optional). See “Configuring Data Owner Exception for EDM policy conditions” on page 442.
6 Exclude data field You can use the exclude data field combinations to specify combinations of data

combinations (optional).

values that are exempted from detection. If the data appears in exempted pairs
or groups, it does not cause a match. Excluded combinations are only available
when matching 2 or 3 fields. To enable this option, you must select 2 or 3 fields
to match from the _ of the selected fields menu at the top of the condition
configuration.

See “Leverage exception tuples to avoid false positives” on page 502.

To implement excluded combinations, select an option from each Field N column
that appears. Then click the right-arrow icon to add the field combination to the
Excluded Combinations list. To remove a field from the list, select it and click
the left-arrow icon.

Note: Hold down the ctr1 key to select more than one field in the right-most
column.

Additional match condition parameters
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Table 20-13 Configure the Content Matches Exact Data policy condition
(continued)
Steps | Action Description
7 Select an incident Enter or modify the minimum number of matches required for the condition to
minimum. report an incident.
For example, consider a scenario where you specify 1 of the selected fields for
a social security number field and an incident minimum of 5. In this situation the
engine must detect at least five matching social security numbers in a single
message to trigger an incident.
See “Match count variant examples” on page 458.
8 Select components to | Select one or more message components to match on:
match on. = Envelope — The header of the message.
= Subject — (Not available for EDM.)
= Body - The content of the message.
= Attachments — The content of any files attached to or transported by the
message.
See “Selecting components to match on” on page 376.
9 Select one or more Select this option to create a compound condition. All conditions must match for
conditions to also the rule to trigger an incident.
match. You can Add any available condition from the list.
See “Configuring compound match conditions” on page 383.
10 Test and troubleshoot | See “Test and tune policies to improve match accuracy” on page 406.

the policy.

See “Troubleshooting policies” on page 399.

Configuring Data Owner Exception for EDM policy conditions

To except data owners from detection, you must include in your Exact Data Profile

either an email address or a domain address field (for example, symantec.com).
Once Data Owner Exception (DOE) is enabled, if the sender or recipient of

confidential information is the data owner (by email address or domain), the detection

server allows the data to be sent or received without generating an incident

To configure DOE for an EDM policy condition

1 When you are configuring the Content Matches Exact Data condition, select
the Ignore data owners option.

2 Select one of the following options:
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= Sender matches — Select this option to EXCLUDE the data sender from
detection.

= Any or All Recipient matches — Select one of these options to EXCLUDE
any or all data recipient(s) from detection.

Note: When you configure DOE for the EDM condition, you cannot select a value
for Ignore Sender/Recipient that is the same as one of the matched fields.

See “About Data Owner Exception” on page 420.
See “About Data Owner Exception” on page 420.

Configuring the Sender/User based on a Profiled Directory policy

condition

The Sender/User based on a Directory from detection rule lets you create
detection rules based on sender identity or (for endpoint incidents) user identity.
This condition requires an Exact Data Profile.

See “Creating the exact data source file for profiled DGM” on page 425.

After you select the Exact Data Profile, when you configure the rule, the directory
you selected and the sender identifier(s) appear at the top of the page.

Table 20-14 describes the parameters for configuring the Sender/User based on
a Directory from an EDM Profile condition.

Table 20-14 Configuring the Sender/User based on a Directory from an EDM
Profile condition

Parameter

Description

Where

Select this option to have the system match on the specified field values. Specify the values by
selecting a field from the drop-down list and typing the values for that field in the adjacent text box.
If you enter more than one value, separate the values with commas.

For example, for an Employees directory group profile that includes a Department field, you would
select Where, select Department from the drop-down list, and enter Marketing,Sales in the text
box. If the condition is implemented as a rule, in this example a match occurs only if the sender or
user works in Marketing or Sales (as long as the other input content meets all other detection criteria).
If the condition is implemented as an exception, in this example the system ignores from matching
messages from a sender or user who works in Marketing or Sales.

Is Any Of

Enter or modify the information you want to match. For example, if you want to match any sender
in the Sales department, select Department from the drop-down list, and then enter Sales in this
field (assuming that your data includes a Department column). Use a comma-separated list if you
want to specify more than one value.
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Configuring the Recipient based on a Profiled Directory policy

condition

The Recipient based on a Directory from condition lets you create detection
methods based on the identity of the recipient. This method requires an Exact Data
Profile.

See “Creating the exact data source file for profiled DGM” on page 425.

After you select the Exact Data Profile, when you configure the rule, the directory
you selected and the recipient identifier(s) appear at the top of the page.

Table 20-15 describes the parameters for configuring Recipient based on a
Directory from an EDM profile condition.

Table 20-15 Configuring the Recipient based on a Directory from an EDM profile
condition

Parameter

Description

Where

Select this option to have the system match on the specified field values. Specify the values by
selecting a field from the drop-down list and typing the values for that field in the adjacent text box.
If you enter more than one value, separate the values with commas.

For example, for an Employees directory group profile that includes a Department field, you would
select Where, select Department from the drop-down list, and enter Marketing, Sales in the text
box. For a detection rule, this example causes the system to capture an incident only if at least one
recipient works in Marketing or Sales (as long as the input content meets all other detection criteria).
For an exception, this example prevents the system from capturing an incident if at least one recipient
works in Marketing or Sales.

Is Any Of

Enter or modify the information you want to match. For example, if you want to match any recipient
in the Sales department, select Department from the drop-down list, and then enter Sales in this
field (assuming that your data includes a Department column). Use a comma-separated list if you
want to specify more than one value.

About configuring natural language processing for Chinese,
Japanese, and Korean for EDM policies

Introducing EDM token matching

Symantec Data Loss Prevention detection servers support natural language
processing for Chinese, Japanese, and Korean (CJK) in policies that use Exact
Data Matching (EDM) detection. When natural language processing for CJK
languages is enabled, the detection server validates CJK tokens before reporting
a match, which improves matching accuracy.
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EDM token matching examples for CJK languages

Table 20-16 provides EDM token matching examples for Chinese, Japanese, and
Korean languages. All examples assume that the keyword condition is configured
to match on whole words only.

If token verification is enabled, the message size must be sufficient for the token
verifier to recognize the language. For example: the message “REEHZBND A Q"
is too small for a message for the token verification process to recognize the
language of the message. The following message is a sufficient size for token
verification processing:

SHNZ1—RAICLDEREHTHOAORFENMERICHEZDEDZETLE, £
ENASAORLOMEROF, RENO—BEFERLTVET,

Table 20-16 EDM token matching examples for CJK

Language Keyword Matches on server with token | Matches on server with

validation ON token validation OFF
Chinese BE BFTLBRE BFTLBRE XBRELE Wik
Japanese mET EHFRHTERX AR ERX RE#EmE
n AL

Korean He Heo| Wi YEo| WE ojye FrH
Enabling and using CJK token verification for EDM
To use token verification for Chinese, Japanese, and Korean (CJK) languages you
must enable it on each detection server by setting the advanced server setting
EDM.TokenVerifierEnabled to true. In addition, there must be a sufficient amount
of message text for the system to recognize the language.
Table 20-17 lists and describes the detection server parameter that lets you enable
token verification for CJK languages.
Table 20-17 EDM token verification parameter

Setting Default | Description

EDM.TokenVerifierEnabled false Default is disabled (false).

If enabled (true), the server validates tokens for Chinese,
Japanese, and Korean language keywords.

See “Enable keyword token verification for CJK” on page 673. describes how to
enable and use token verification for CJK keywords.
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Enable EDM token verification for CJK
1 Log on to the Enforce Server as an administrative user.

2 Navigate to the System > Servers and Detectors > Overview >
Server/Detector Detail - Advanced Settings screen for the detection server
you want to configure.

See “Advanced server settings” on page 236.
Locate the parameter EDM.TokenVerifierEnabled.
Change the value to true from false (default).

Setting the server parameter EDM. TokenverifierEnabled = true enables
token validation for CJK token detection.

Save the detection server configuration.

Recycle the detection server.

Configuring Advanced Server Settings for EDM policies

EDM has various advanced settings available at the System > Servers and
Detectors > Overview > Server/Detector Detail - Advanced Settings screen for
the chosen detection server. Use caution when modifying these settings on a server.
Check with Symantec Data Loss Prevention Support before changing any of the
settings on this screen. Changes to these settings do not take effect until after the
server is restarted.

See “Advanced server settings” on page 236.

Table 20-18 Advanced Settings for EDM indexing and detection

EDM parameter

Default | Description

EDM.MatchCountVariant 3 This setting specifies how matches are counted.

= 1 - Counts the number of token sets matched regardless of use
of the same tokens across several matches.

= 2 - Counts the number of unique token sets.

= 3 - Counts the number of unique supersets of token sets. (default)

See “Match count variant examples” on page 458.

EDM.MaximumNumberOfMatches 100 Defines a top limit on the number of matches returned from each

ToReturn

RAM index search. For multi-file indices, this limit is applied to each
sub-index search independently before the search results are
combined. As a result the number of actual matches can exceed
this limit for multiple file indices.
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Advanced Settings for EDM indexing and detection (continued)

EDM parameter

Default

Description

EDM.RunProximityLogic

true

If true (default), this setting runs the token proximity check. The
free-form text proximity is defined by the setting
EDM.SimpleTextProximityRadius. The tabular text proximity
is defined by belonging to the same table row.

Note: Disabling proximity is not recommended because it can
negatively impact the performance of the system.

EDM.Simple TextProximityRadius

35

Provides the baseline range for proximity checking a matched token.
This value is multiplied by the number of required matches to equal
the complete proximity check range.

To keep the same "required match density," the proximity check
range behaves like a moving window in a text page. D is defined as
the proportionality factor for the window and is set in the policy
condition by choosing how many fields to match on for the EDM
condition. N is the SimpleTextProximityRadius value. A number of
tokens are in the proximity range if the first token in is within N x D
words from the last token. The proximity check range is directly
proportional to the number of matches by a factor of D.

See “Proximity matching example” on page 460.

Note: Increasing the radius value higher than the default can
negatively impact system performance and is not recommended.

EDM.TokenVerifierEnabled

false

Default is disabled (false).

If enabled (true), the server validates tokens for Chinese, Japanese,
and Korean language keywords.

Lexer.IncludePunctuationinWords

true

If true, during detection punctuation characters are considered as
part of a token.

If false, during detection punctuation within a token or multi-token
is treated as white space.

See “Multi-token with punctuation” on page 451.

Note: This setting applies to detection content, not to indexed
content.
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Advanced Settings for EDM indexing and detection (continued)

EDM parameter

Default

Description

Lexer.MaximumNumberOfTokens

12000

Maximum number of tokens extracted from each message
component for detection. Applicable to all detection technologies
where tokenization is required (EDM, profiled DGM, and the system
patterns supported by those technologies). Increasing the default
value may cause the detection server to run out of memory and
restart.

Note: In Data Loss Prevention version 12.5 and later, the default
value is changed from 30,000 to 12,000. Previously, all tokens up
to the limit, including stopwords and single letter words, were sent
to detection. In version 12.5 and later, the tokens sent for detection
do not include stopwords or single words. The number of meaningful
tokens sent to detection is approximately the same as previous
versions.

Lexer.MaxTokensPerMultiToken

Maximum number of sub-tokens that a multi-token cell can contain.

You can set this amount to as many sub-tokens as you need, but
the total number of characters in a multi-token cell cannot exceed
200.

See “Characteristics of multi-token cells” on page 449.

Lexer.StopwordLanguages

en

Enables the elimination of stop words for the specified languages.

The default is English.

Lexer.Validate

true

If true, performs system pattern-specific validation during
indexing.Setting this to false is not recommended.

See “Using system-provided pattern validators for EDM profiles”
on page 435.

MessageChain.NumChains

Varies

This number varies depending on detection server type. It is either
4 or 8. The number of messages, in parallel, that the filereader will
process. Setting this number higher than 8 (with the other default
settings) is not recommended. A higher setting does not substantially
increase performance and there is a much greater risk of running
out of memory. Setting this to less than 8 (in some cases 1) helps
when processing big files, but it may slow down the system
considerably.
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Using multi-token matching

EDM policy matching is based on tokens in the index. For languages based on the
Latin alphabet, a token is a word or string of alphanumeric characters delimited by
spaces. For Chinese, Japanese, and Korean languages, a token is determined by
other means. Tokens are normalized so that formatting and case are ignored. At
run-time the server performs a full-text search against an inbound message, checking
each word against the index for potential matches. The matching algorithm compares
each word in the message with the contents of each token in the index.

A multi-token cell is a cell in the index that contains multiple words separated by
spaces, leading or trailing punctuation, or alternative Latin and Chinese, Japanese,
or Korean language characters. The sub-token parts of a multi-token cell obey the
same rules as single-token cells: they are normalized according to their pattern
where normalization can apply. Inbound message data must match a multi-token
cell exactly, including whitespace, punctuation, and stopwords (assuming the default
settings).

For example, an indexed cell containing the string "Bank of America" is a multi-token
comprising 3 sub-token parts. During detection, the inbound message "bank of
america" (normalized) matches the multi-token cell, but "bank america" does not.

Multi-token matching is enabled by default. Multi-token cells are more
computationally expensive than single-token cells. If the index includes multi-token
cells, you must verify that you have enough memory to index, load, and process
the EDM profile.

See “Characteristics of multi-token cells” on page 449.

See “Memory requirements for EDM” on page 466.

Characteristics of multi-token cells

Table 20-19 lists and describes characteristics of multi-token matching.

See “Using multi-token matching” on page 449.

Table 20-19 Characteristics of multi-tokens
Characteristic Description
A multi-token cell is limited to 200 total characters, Lexer.MaxTokensPerMultiToken =10

including whitespace, punctuation, letters, numbers, and
symbols. You cannot increase this amount, but you can
configure how many sub-tokens a multi-token can contain.

See “Configuring Advanced Server Settings for EDM
policies” on page 446.

Whitespace in multi-token cells is considered, but multiple | See “Multi-token with spaces” on page 450.

whitespaces are normalized to 1.
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Characteristics of multi-tokens (continued)

Characteristic

Description

Punctuation immediately preceding and following a token
or sub-token is always ignored.

See “Multi-token with punctuation” on page 451.

See “Additional examples for multi-token cells with
punctuation” on page 452.

You can configure how punctuation within a token or
multi-token is treated during detection. For most cases the
default setting ("true") is appropriate. If set to "false,"
punctuation is treated as whitespace.

Lexer.IncludePunctuationInWords = true

See “Configuring Advanced Server Settings for EDM
policies” on page 446.

For proximity range checking the sub-token parts of a
multi-token are counted as single tokens.

See “Proximity matching example” on page 460.

The system does not consider stopwords when matching
multi-tokens. In other words, stopwords are not excluded.

See “Multi-token with stopwords” on page 450.

Multi-tokens are more computationally expensive than
single tokens and require additional memory for indexing,
loading, and processing.

See “Memory requirements for EDM” on page 466.

Multi-token with spaces

Table 20-20 shows examples of multi-tokens with spaces.

Table 20-20

Multi-token cell with spaces examples

Description Indexed content

Detected content Explanation

Cell contains space Bank of America

Bank of America Cell with spaces is

multi-token.

Multi-token must match
exactly.

Cells contains multiple Bank of America

spaces

Bank of America Multiple spaces are

normalized to one.

Multi-token with stopwords

Stopwords are common words, such as articles and prepositions. When creating

single-tokens, the EDM indexing process ignores words found in the EDM stopword
list (\symantecDLP\Protect\config\stopwords), as well as single letters. However,
when creating multi-tokens, stopwords and single letters are not ignored. Instead,

they are part of the multi-token.
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Table 20-21 shows multi-token matches with stopwords, single letters, and single

digits.
Table 20-21 Cell contains stopwords or single letter or single digit
Description Cell content Should match Explanation

Cell contains stopword.

throw other ball

throw other ball

Common word ("other") is
filtered out during detection
but not when it is part of a
multi-token.

Cell contains single letter. | throw a ball throw a ball Single letter ("a") is filtered
out, but not when it is part of
a multi-token.

Cell contains single digit. throw 1 ball throw 1 ball Unlike single-letter words

that are stopwords, single
digits are never ignored.

Multi-token with mixed language characters

Table 20-22 shows examples of multi-tokens with mixed Latin and CJK characters.

Table 20-22 Multi-token cell with Latin and CJK characters examples
Description Cell content Should match Explanation
Cell includes Latin and CJK | ABCHi& ABCf:# Mixed Latin-CJK cell is
characters with no spaces. EHREABC EHBEABC multi-token.
Must match exactly.
Cell includes Latin and CJK | ABC & ABC & Multiple spaces are reduced
with one or more spaces. % ABC % ABC to one.

Cell contains Latin or CJK
with numbers.

= T IR AL
147(fH1H1% 51-1)

4= T R AN
147(fHh1% 51-1)

Single-token cell.

Multi-token with punctuation

Punctuation is always ignored if it comes at the beginning (leading) or end (trailing)

of a token or multi-token. Whether punctuation included in a token or multi-token
is required for matching depends on the Advanced Server Setting
Lexer.IncludePunctuationInWords, which by default is set to true (enabled).

See “Multi-token punctuation characters” on page 457.
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Note: For convenience purposes the Lexer . IncludePunctuationInWords parameter
is referred to by the three-letter acronym "WIP" throughout this section.

The WIP setting operates at detection-time to alter how matches are reported. For
most EDM policies you should not change the WIP setting. For a few limited
situations, such as account numbers or addresses, you may need to set
IncludePunctuationInWords = false depending on your detection requirements.

See “Multi-token punctuation characters” on page 457.

Table 20-23 lists and explains how multi-token matching works with punctuation.

Table 20-23 Multi-token punctuation table
Indexed Detected | WIP setting Match Explanation
content content
a.b a.b TRUE Yes The indexed content and the detected content are
exactly the same.
FALSE No The detected content is treated as "a b" and is therefore
not a match.
a.b ab TRUE No The indexed content and the detected content are
different.
FALSE No The indexed content and the detected content are
different.
ab a.b TRUE No The indexed content and the detected content are
different.
FALSE Yes The detected content is treated as "a b" and is therefore
a match.
ab ab TRUE Yes The indexed content and the detected content are

exactly the same

FALSE Yes The indexed content and the detected content are
exactly the same

Additional examples for multi-token cells with punctuation

Table 20-24 lists and describes some additional examples for multi-token cells with
punctuation. In these examples, the main thing to keep in mind is that during

indexing, if a token includes punctuation marks between characters the punctuation
is always retained. This means that EDM cannot detect that cell if the WIP setting
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is false. In other words, if indexed data has cell which has a token with internal
punctuation, the WIP setting should be set to true.

Table 20-24

Additional use cases for multi-token cells with punctuation

Description

Indexed content

Detected content

Explanation

Cell contains a physical
address with punctuation.

346 Guerrero St., Apt. #2

346 Guerrero St., Apt. #2
346 Guerrero St Apt 2

The indexed content is a
multi-token cell.

Both match because the
punctuation comes at the
beginning or end of the
sub-token parts and is
therefore ignored.

Cell contains internal
punctuation with no space
before or after.

O'NEAL ST.

O'NEAL ST

The indexed content is a
multi-token cell.

Internal punctuation is
included (assuming WIP is
true), and leading or trailing
punctuation is ignored
(assuming there is a space
delimiter after the
punctuation).

Cell contains Asian
language characters (CJK)
with indexed internal
punctuation.

"R AR

=R, 5HR (if WIP true)

The indexed content is a
single token cell.

During detection, Asian
language characters (CJK)
with internal punctuation is
affected by the WIP setting.
Thus, in this example £1&;;
{51& matches only if the WIP
setting is true.

If the WIP setting is false, f&f
{2;;5112 is considered a
multi-token because the
internal punctuation is
treated as whitespace. Thus,
no content can match.
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Table 20-24 Additional use cases for multi-token cells with punctuation
(continued)

Description Indexed content Detected content Explanation

Cell contains Asian GEEREEES =R GER The indexed content is a

Ia;]r?uatg;.e;harzc.tetrs (CIJK) (2.2 (f WIP false) multi-token cell.

w otu |tn exed interna The detected content

punctuation. matches as indexed. If the
WIP setting is false, the
detected content matches
f&HZ&;;5H& because internal
punctuation is ignored.

Cell contains mix of Latin | EDM;;fH& EDM & The indexed content is a

and CJK characters with
punctuation separating the

Latin and Asian characters.

multi-token cell.

A cell with alternate Latin
and CJK characters is
always a multi-token and
punctuation between Latin
and Asian characters is
always treated as a single
white space regardless of
the WIP setting.

Cell contains mix of Latin
and CJK characters with
internal punctuation.

DLP;;EDM f&HZ;; &%

DLP;;EDM;; &7H&;; R (if
WIP true)
DLP;;EDM f#&;; 6% (i
WIP true)

The indexed content is a
multi-token cell.

During detection,
punctuation between the
Latin and Asian characters
is treated as a single
whitespace and leading and
trailing punctuation is
ignored.

If the WIP setting is true the
punctuation internal to the
Latin characters and internal
to the Asian character is
retained.

If the WIP setting is false, no
content can match because
internal punctuation is
ignored.
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Additional use cases for multi-token cells with punctuation
(continued)

Description

Indexed content

Detected content

Explanation

Cell contains mix of Latin

and CJK characters with
internal punctuation.

DLP EDM 512 &%

DLP EDM & fif%
DLP;EDM =M, &% (if WIP
false)

DLP;EDM;; EHR; 1% (if WIP
false)

The indexed content is a
multi-token cell.

During detection,
punctuation between the
Latin and Asian characters
is treated as a single
whitespace and leading and
trailing punctuation is
ignored. Thus, it matches as
indexed.

If the WIP setting is false, it
matches DLP;EDM;;£H&; &
i because internal
punctuation is ignored.

Some special use cases for system-recognized data patterns

EDM provides validation for and recognition of the following special data patterns:

Credit card number

Email address
IP address
Number

Percent

Phone number (US, Canada)

Postal code (US, Canada)

Social security number (US SSN)

See “Using system-provided pattern validators for EDM profiles” on page 435.

Note: It is a best practice to always validate your index against the recognized
system patterns when the data source includes one or more such column fields.

See “Map data source column to system fields to leverage validation” on page 498.

The general rule for system-recognized patterns is that the WIP setting does not
apply during detection. Instead, the rules for that particular pattern apply. In other

455



Detecting content using Exact Data Matching (EDM)
Using multi-token matching

words, if the pattern is recognized during detection, the WIP setting is not checked.
This is always true if the pattern is a string of characters such as an email address,
and if the cell contains a number that conforms to one of the recognized number
patterns (such as CCN or SSN).

In addition, even if the pattern is a generic number such as account number that
does not conform to one of the recognized number patterns, the WIP setting may
still not apply. To ensure accurate matching for generic numbers that do not conform
to one of the system-recognized patterns, you should not include punctuation in
these number cells. If the cell contents conforms to one of the system-recognized
patterns, the punctuation rules for that pattern apply and the WIP setting does not.

See “Do not use the comma delimiter if the data source has number fields”
on page 498.

See Table 20-25 on page 456. lists and describes examples for detecting
system-recognized data patterns.

Caution: This list is not exhaustive. It is provided for informational purposes only to
ensure that you are aware that data that matches system-defined patterns takes
precedence and the WIP setting is ignored. Before deploying your EDM policies
into production, you must test detection accuracy and adjust the index accordingly
to ensure that the data that you have indexed matches as expected during detection.

Table 20-25 Some special use cases for system-recognized data patterns
Description Indexed content Detected content Explanation
Cell contains an email person@example.com person@example.com An email address is indexed

address.

and detected as a
single-token regardless of
the WIP setting. It must
match exactly as indexed. If
you were to set WIP to false,
"person example com"
would not match as a
multi-token and does not
match the indexed
single-token.
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Some special use cases for system-recognized data patterns

Description

Indexed content

Detected content

Explanation

Cells contains a 10-digit
account number.

HUHHHEHHEH

R
(HH4E) i S
() HH-

The WIP setting is ignored
because the number
conforms to the phone
number pattern and its rules
take precedence.

Hit HHHHEH #H

i R HE

Must match exactly. The
pattern ##-##HHH{-## does
not match even if WIP is set
to false.

HitH HHHE HHH

i HHE

Must match exactly. The
pattern #H-#H#HE-#HH# does
not match even if WIP is set
to false.

Multi-token punctuation characters

In EDM, a multi-token cell is any cell that has been indexed that contains punctuation

(as well as spaces or alternative Latin words and CJK characters).

See Table 20-26 on page 457.

Using multi-token matching lists the symbols that are identified and treated as
punctuation during EDM indexing.

Table 20-26

Characters treated as punctuation for indexing

Punctuation name

Character representation

Apostrophe

Tilde

Exclamation point

Ampersand

Dash

Single quotation mark

Double quotation mark

Period (dot)
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Table 20-26 Characters treated as punctuation for indexing (continued)

Punctuation name

Character representation

Question mark

?

At sign

@

Dollar sign

$

Percent sign

%

Asterisk

Caret symbol

Open parenthesis

Close parenthesis

Open bracket

Close bracket

Open brace

Close brace

Forward slash

Back slash

Pound sign

Equal sign

Plus sign

Semicolon

Match count variant examples

The default value for the Advanced Server setting EDM.MatchCountVariant
eliminates the matches that consist of the same set of tokens from some other
match. Rarely is there a need to change the default value, but if necessary you can
configure how EDM matches are counted using this parameter.

See “Advanced server settings” on page 236.
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Table 20-27 provides examples for match counting. All examples assume that the
policy is set to match three out of four column fields and that the profile index
contains the following cell contents:

Kathy | Stevens | 123-45-6789 | 1111-1111-1111-1111
Kathy | Stevens | 123-45-6789 | 2222-2222-2222-2222
Kathy | Stevens | 123-45-6789 | 3333-3333-3333-3333

Table 20-27 Match count variant examples
Inbound message Match | Number of matches Explanation
contents count
variant
Kathy Stevens 123-45-6789 | 1 3 Records matched in the profile: first
name, last name, and SSN.
2 1 Number of unique token sets matched.
3 1 Number of unique supersets of token
sets.
Kathy Stevens 123-45-6789 | 1 3 If
1111-1111-1111-1111 EDM.HighlightAllMatchesInProximity=false,
2 10if EDM matches the left-most tokens for
Kathy Stevens 123-45-6789 i i
yolev EDM HighlightAllMiatchesinProximity=false | gach profile data row. The token set for
(default) each row is as follows:
2:if Row # 1: Kathy Stevens 123-45-6789
EDM . HighlightAllMatchesInProximity=true
Row # 2: Kathy Stevens 123-45-6789
3 1

Row # 3: Kathy Stevens 123-45-6789

If
EDM.HighlightAllMatchesInProximity=true,
EDM matches all tokens within the
proximity window. The token set for each
row is as follows:

Row # 1: Kathy Stevens 123-45-6789
1111-1111-1111-1111 Kathy Stevens
123-45-6789

Row # 2: Kathy Stevens 123-45-6789
Kathy Stevens 123-45-6789

Row # 3: Kathy Stevens 123-45-6789
Kathy Stevens 123-45-6789
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Table 20-27 Match count variant examples (continued)

Inbound message Match | Number of matches Explanation

contents count
variant

1111-111-1111-1111 1 3 If

Kathy Stevens 123-45-6789 EDM.HighlightAllMatchesInProximity=false,
2 2 EDM matches the left-most tokens for
3 o if each profile data row. The token set for

EDM .HighlightAllMatchesInProximity=false
(default)

1:if
EDM.HighlightAllMatchesInProximity=true

each row is as follows:

Row # 1: 1111-1111-1111-1111 Kathy
Stevens

Row # 2: Kathy Stevens 123-45-6789
Row # 3: Kathy Stevens 123-45-6789

If
EDM.HighlightAllMatchesInProximity=true,
EDM matches all tokens within the
proximity window. The token set for each
row is as follows:

Row # 1: 1111-1111-1111-1111 Kathy
Stevens 123-45-6789

Row # 2: Kathy Stevens 123-45-6789
Row # 3: Kathy Stevens 123-45-6789

Proximity matching example

EDM protects confidential data by correlating uniquely identifiable information, such
as SSN, with data that is not unique, such as last name. When correlating data, it
is important to ensure that terms are related. In natural languages, it is more likely
that when two words appear close together they are being used in the same context
and are therefore related.

Based on the premise that word proximity indicates relatedness, EDM employs a
proximity-matching radius or range to limit how much freeform content the system
will examine when searching for matches. EDM proximity matching is designed to
reduce false positives by ensuring that matched terms are proximate.

The proximity range is proportional to the policy definition. The proximity range is
determined by the proximity radius multiplied by the number of matches required
by the EDM policy condition. The radius is set by the Advanced Server Setting
parameter EDM. SimpleTextProximityRadius. The default value is 35. In addition,
proximity matching applies to both free-form text and tabular data. There is no
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distinction at run-time between the two. Thus, tabular data is treated the same as
free text data and the proximity check is performed beyond the scope of the length
of the row contents

For example, assuming the default radius of 35 and a policy set to match 3 out of
4 column fields, the proximity range is 105 tokens (3 x 35). If the policy matches 2
out of 3 the proximity range is 70 tokens (35 x 2).

Warning: While you can decrease the value of the proximity radius, Symantec does
not recomment increasing this value beyond the default (35). Doing so may cause
performance issues. See “Configuring Advanced Server Settings for EDM policies”
on page 446.

Table 20-28 shows a proximity matching example based on the default proximity
radius setting. In this example, the detected content produces 1 unique token set
match, described as follows:

= The proximity range window is 105 tokens (35 x 3).

= The proximity range window starts at the leftmost match ("Stevens") and ends
at the rightmost match ("123-45-6789").

= The total number of tokens from "Stevens" to the SSN (including both) is 105
tokens.

= The stopwords "other" and "a" are counted for proximity range purposes.

= "Bank of America" is a multi-token. Each sub-token part of a multi-token is
counted as a single token for proximity purposes.
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Table 20-28 Proximity example
Indexed data Policy Proximity Detected content
Last_Name | Employer | Match 3 of 3 | Radius =35 Zendrerit inceptos Kathy Stevens lorem ipsum pharetra
SSN tokens (default) | convallis leo suscipit ipsum sodales rhoncus, vitae dui

nisi volutpat augue maecenas in, luctus id risus magna
arcu maecenas leo quisque. Rutrum convallis tortor
urna morbi elementum hac curabitur morbi, nunc dictum
primis elit senectus faucibus convallis surfrent.
Aptentnour gravida adipiscing iaculis himenaeos,
himenaeos a porta etiam viverra. Class torquent uni
other tristique cubilia in Bank of America. Dictumst
lorem eget ipsum. Hendrerit inceptos other sagittis
quisque. Leo mollis per nisl per felis, nullam cras mattis
augue turpis integer pharetra convallis suscipit
hendrerit? Lubilia en mictumst horem eget ipsum.
Inceptos urna sagittis quisque dictum odio hendrerit
convallis suscipit ipsum wrdsrf 123-45-6789.

Stevens | Bank of America
| 123-45-6789

Updating EDM indexes to the latest version

If you are upgrading to Symantec Data Loss Prevention 14.6 from a version earlier
than 14.0, and you have not reindexed your EDM data source, you must update
each Exact Data profile by reindexing the data source using the 14.6 EDM Indexer.
In addition, you need to verify the amount of memory that is required for indexing
the data source, and loading and processing the index at run-time on the detection
server. (If you have 14.x indexes, you do not need to reindex for version 14.6.)

See “About upgrading EDM deployments” on page 422.
See “Memory requirements for EDM” on page 466.

If you do not reindex the data source file, the system presents error messages
indicating that the Exact Data profile is out-of-date and must be reindexed, and
that you need to calculate memory requirements.

See “EDM index out-of-date error codes” on page 466.
There are two primary 14.6 upgrade scenarios for EDM:

= You use the Remote EDM Indexer to create 14.6-compliant indexes remotely
and copy them to the Enforce Server.
See “Update process using the Remote EDM Indexer” on page 463.

= You already have a data source file that is current and cleansed that you can
copy to the upgraded 14.6 Enforce Server for indexing.
See “Update process using the Enforce Server” on page 464.
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Update process using the Remote EDM Indexer

Consider the following procedure for upgrading your EDM deployments to Symantec
Data Loss Prevention 14.6. This procedure assumes that you can remotely index

the data source and copy the index file to the Enforce Server.

See “Remote EDM indexing” on page 476.

If remote indexing is not possible, the other option for upgrade is to copy the data

source file to the 14.6 Enforce Server.

See “Update process using the Enforce Server” on page 464.

Table 20-29 Update process using the Remote EDM Indexer
Step Action Description
1 Upgrade the Enforce Server | Refer to the Symantec Data Loss Prevention Upgrade Guide for details.
0146 Do not upgrade the EDM detection server(s) now.
The 14.6 Enforce Server can continue to receive incidents from non-14.6
detection servers during the upgrade process. Policies and other data cannot
be pushed out to non-14.6 detection servers (one-way communication only
between Enforce 14.6 and non-14.6 detection servers).
2 Create a 14.6-compatible Using the 14.6 Enforce Server administration console, create a new EDM
remote EDM profile profile template for remote EDM indexing.
template. See “Creating an EDM profile template for remote indexing” on page 479.
Download the * . edm profile template and copy it to the remote data source
host system.
See “Downloading and copying the EDM profile file to a remote system”
on page 482.
3 Install the 14.6 Remote EDM | Install the Symantec Data Loss Prevention 14.6 Remote EDM Indexer on the
Indexer on the remote data | remote data source host so that you can index the data source.
source host. See “Remote EDM indexing” on page 476.
4 Calculate the memory that | Calculate the memory that is required for indexing before you attempt to index

is required to index the data
source and adjust the
indexer memory setting.

the data source. Although the Remote EDM Indexer is allocated sufficient
memory to index most data sources, if you have a very large index you may
have to allocate more memory.

See “Memory requirements for EDM” on page 466.
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Table 20-29 Update process using the Remote EDM Indexer (continued)

Step Action Description

5 Index the data source using | The result of this process is multiple 14.6-compatible * . rdx files that you
the 14.6 Remote EDM can load into a 14.6 Enforce Server system.

Ind . )

naexer If you have a data source file prepared, run the Remote EDM Indexer and
index it.
See “Remote indexing examples using data source file” on page 483.
If the data source is an Oracle database and the data is clean, use the SQL
Preindexer to pipe the data to the Remote EDM Indexer.
See “Remote indexing examples using SQL Preindexer” on page 484.

6 Calculate the memory that | You need to calculate how much RAM the detection server requires to load
is required to load and and process the index at run-time. These calculations are required for each
process the index and adjust | EDM index you want to deploy.
the fjetectlon server memory See “Memory requirements for EDM” on page 466.
setting for each EDM
detection server host.

7 Update the EDM profile by | Copy the *.pdx and * . rdx files from the remote host to the 14.6 Enforce
loading the 14.6 index. Server host file system.

Load the index into the EDM profile you created in Step 2.
See “Copying and loading remote index files to the Enforce Server”
on page 485.

8 Upgrade one or more EDM | Once you have created the 14.6-compliant EDM profiles and upgraded the
detection servers to 14.6. Enforce Server, you can then upgrade the detection server(s).

Refer to the Symantec Data Loss Prevention Upgrade Guide for details.
Make sure you have calculated and verified the memory requirements for
loading and processing multi-token indexes on the detection server.

See “Memory requirements for EDM” on page 466.

9 Test and verify the updated | To test the upgraded system and updated index, you can create a new policy
index. that references the updated index.

10 Remove out-of-date EDM | Once you have verified the new EDM index and policy, you can retire the

indexes.

legacy EDM index and policy. (Indexes created for versions earlier than 14.0
will not work with version 14.6.)

Update process using the Enforce Server

Consider the following index update procedure if remote indexing is not possible
and you have a current data source file that you can copy to the Enforce Server.
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Table 20-30 Update process using the Enforce Server

Step Action Description

1 Upgrade the Enforce Server | Refer to the Symantec Data Loss Prevention Upgrade Guide for details.
t014.6. Do not upgrade the EDM detection server(s) now.

The 14.6 Enforce Server can continue to receive incidents from non-14.6
detection servers during the upgrade process. Policies and other data cannot
be pushed out to non-14.6 detection servers (one-way communication only
between Enforce 14.6 and non-14.6 detection servers).

2 Create, prepare, and copy | Copy the data source file to the /SymantecDLP/Protect/datafiles
the data source file to the | directory on the upgraded 14.6 Enforce Server host file system.

14.6 Enforce Server host. See “Creating the exact data source file for EDM” on page 423.
See “Preparing the exact data source file for indexing” on page 425.
See “Uploading exact data source files to the Enforce Server” on page 427.

3 Calculate memory the Calculate the memory that is required for indexing before you attempt to index
memory that is required to | the data source.
index the d?ta source and See “Memory requirements for EDM” on page 466.
update the indexer memory
setting.

4 Create a new Create a new EDM profile using the 14.6 Enforce Server administration
14.6-compliant EDM profile | console.

?Ind index the data source Choose the option Reference Data Source on Manager Host for uploading
e the data source file (assuming that you copied it to the /datafiles directory).
Index the data source file on save of the profile.

See “Creating and modifying Exact Data Profiles” on page 429.

5 Calculate memory the You need to calculate how much RAM the detection server requires to load
memory that is required to | and process the index and run-time. These calculations are required for each
load and process the index | EDM index you want to deploy and the memory adjustments are cumulative.
atrun-time a.nd adjust the See “Memory requirements for EDM” on page 466.
memory settings for each
EDM detection server host.

6 Upgrade the EDM detection | Once you have created the 14.6-compliant EDM profile you can then upgrade

server(s) to 14.6.

the detection server(s).
Refer to the Symantec Data Loss Prevention Upgrade Guide for details.

Make sure you have calculated and verified the memory requirements for
loading and processing multi-token indexes on the detection server.

See “Memory requirements for EDM” on page 466.
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Table 20-30 Update process using the Enforce Server (continued)
Step Action Description
7 Test and verify the updated | To test the upgraded system and updated index, you can create a new policy
index. that references the updated index.
8 Remove out-of-date EDM | Once you have verified the new EDM index and policy, you can retire the
indexes. legacy EDM index and policy. (Indexes created for versions earlier than 14.0

will not work with version 14.6.)

See “Remote EDM indexing” on page 476.

EDM index out-of-date error codes

Symantec Data Loss Prevention version 14.0 provided several enhancements for
EDM. To take advantage of these enhancements, you must reindex the data source

for each Exact Data profile using the 14.x EDM Indexer.

If your EDM index is not 14.x-compliant, the system informs you with error messages.

Table 20-31 lists the error codes that the system displays if the EDM index is out

of date and not compatible with the current Symantec Data Loss Prevention version.

Table 20-31 Error messages for non-compliant Exact Data Profiles
Error message type Error code Error message
Enforce Server error 2928 One or more profiles are out of date and must be reindexed.
event See “Updating EDM indexes to the latest version” on page 462.
See “Memory requirements for EDM” on page 466.
Enforce Server error 2928 Check the Manage > Data Profiles > Exact Data page for more details.
event detail The following EDM profiles are out of date: Profile X, Profile XY, and so
forth.
System Event error 2928 One or more profiles are out of date and must be reindexed.
Exact Data Profile error | N/A This profile is out of date, and must be reindexed.

Memory requirements for EDM

Using EDM for Symantec Data Loss Prevention deployments affects hardware

memory requirements for Symantec Data Loss Prevention deployments. In particular,

EDM affects the memory required to index the data size as well as the memory
required to load the index on the detection server.
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Once you have established what your specific EDM memory requirements are, you
can evaluate how those requirements affect the general system requirements for
your Data Loss Prevention deployment. See the Symantec Data Loss Prevention
System Requirements and Compatibility Guide for details about general
requirements and potential EDM deployment impact.

About memory requirements for EDM
The memory requirements for EDM are related to several factors, including:
= Number of indexes you are building
= Total size of the indexes
= Number of cells in each index
= Number of message chains
These size limitations apply to EDM indexes:
= The maximum number of rows supported is 4 billion — 2 (2432-2 ).
= The maximum number of supported cells is 6 billion.

Table 20-32 gives an overview of the steps that you can follow to determine and
set memory requirements for EDM.

Table 20-32 Workflow for determining memory requirements for EDM indexes
Step Action For more information
1 Determine the See “Overview of configuring memory and indexing
memory that is the data source” on page 468.

required to index the
data source.

2 Increase the indexer | See “Increasing the memory for the Enforce Server
memory according to | EDM indexer” on page 470.

your calculations. See “Increasing the memory for the Remote EDM

indexer” on page 471.

3 Determine the See “Detection server memory requirements”
memory that is on page 471.

required to load the
index on the detection
server.
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Table 20-32 Workflow for determining memory requirements for EDM indexes
(continued)

Step Action For more information

4 Increase the detection | See “Increasing the memory for the detection server
server memory (File Reader)” on page 474.
according to your
calculations.

5 Repeat for each EDM

deploy.

index you want to

Overview of configuring memory and indexing the data source

Table 20-33 provides the steps for determining how much memory is needed to

index the data source.

Table 20-33 Memory requirements for indexing the data source

Step

Action

Details

Estimate the memory requirements
for the indexer.

See “Determining requirements for both local and remote
indexers” on page 469.

Increase the indexer memory.

The next step is to increase the memory allocated to the
indexer. The procedure for increasing the indexer memory
differs depending on whether you are using the EDM indexer
local to the Enforce Server or the Remote EDM Indexer.

See “Increasing the memory for the Enforce Server EDM
indexer” on page 470.

See “Increasing the memory for the Remote EDM indexer”
on page 471.

Restart the Vontu Manager service.

You must restart this service after you have changed the
memory allocation.

Index the data source.

The last step is to index the data source. You need to do this
before you calculate remaining memory requirements.

See “Configuring Exact Data profiles” on page 422.
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Determining requirements for both local and remote indexers

This topic provides an overview of memory requirements for both the EDM indexer
that is local to the Symantec Data Loss Prevention Enforce Server and for the
Remote EDM Indexer.

With the default settings, both EDM indexers can index any data source with 500
million cells or less. For any data source with more than 500 million cells, an
additional 3 bytes per cell is needed to index the data source.

You can schedule indexing for multiple indexes serially (at different times) or in
parallel (at the same time). When indexing serially, you need to allocate memory
to accommodate the indexing of the biggest index. When indexing in parallel, you
need to allocate memory to accommodate the indexing of all indexes that you are
creating at that time.

Serial indexing

If you create the indexes serially (no two are created in parallel), the memory
requirement for the biggest index is:

2 billion cells — 0 .5 billion default x 3 bytes = 4.5 GB rounded to 5 GB additional
memory.

As explained in detail later, set wrapper.java.maxmemory to 7 GB (7168M). This
7 GB includes the 2 GB (2048 MB) default memory for Enforce and the 5 GB
additional memory.

Table 20-34 provides examples for how the data source size affects indexer memory
requirements for serial indexes.

Table 20-34 Examples for indexer memory requirements-serial indexing

Data source |Indexer memory | Description
size requirement

100 million cells | 2048 MB (default) | No additional RAM is needed for the indexer.

500 million cells | 2048 MB (default) | No additional RAM is needed for the indexer.

1 billion cells 4 GB If you have a single data source with 1 billion cells (for
example, 10 columns by 100 million rows), you need
extra memory for 0.5 billion cells (1 billion cells — 0.5
million default) 0.5 million x 3 bytes, or 1.5 GB of RAM
(rounded to 2 GB) to index the data source. This

amount is added to the default indexer RAM allotment.
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Table 20-34 Examples for indexer memory requirements-serial indexing
(continued)

Data source |Indexer memory | Description
size requirement

2 billion cells 7GB If you have a single data source with 2 billion cells (for
example, 10 columns by 200 million rows), you need
extra memory for 1.5 billion cells (2 billion cells — 0.5
million default) 1.5 million x 3 bytes, or 4.5 GB of RAM
(rounded to 5 GB) to index the data source.

Parallel indexing

If you index these four files in Table 20-34 simultaneously (in parallel), you are
indexing more than 500 million cells. So, the additional memory (3.6 billion cells —
0.5 billion cells provided by default) required is as follows:

3.1 billion cells x 3 bytes = 9.3 GB rounded to 10 GB additional memory.

As explained in detail later, you set wrapper.java.maxmemory to 12 GB. This 12
GB includes 2048 MB default memory for Enforce and an additional 9 GB from the
additional memory calculation above.

Note: For CJK language indexes, or indexes that are predominantly multi-token,
these formulas should use a multiplier of 4 bytes instead of 3 bytes. In both of these
cases, a 350-million cell data source is supported by default.

See “Increasing the memory for the Enforce Server EDM indexer” on page 470.

Increasing the memory for the Enforce Server EDM indexer
Complete the following steps to increase the memory for the Enforce Server indexer.
These steps assume that you have performed the indexer calculations.
To increase the memory for the Enforce Server indexer
1 Openthe \symantecDLP\protect\config\VontuManager.conf file.
2 Locate the following Initial Java Heap Size (in MB) parameter.

wrapper.java.maxmemory = 2048 (the default value is 2048 MB (2 GB); your
value may be different if you have already changed it)
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3 Add the value of your calculation to the maxmemory setting.

For example, if by your calculation you determine that you need an additional
2.6 GB of RAM, you increase the value by an additional 2662 MB.

Note: This result is added to the existing memory setting; it is not used to
replace the exist