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[bookmark: O_2019802][bookmark: _Toc331509659][bookmark: _Toc332957550]Chapter 1: Introduction
[bookmark: O_1928271][bookmark: _Toc331509660][bookmark: _Toc332957551]About IPv6 Support
After a number of years of relatively slow growth this protocol has begun to take hold in many government, service provider and enterprise environments. At this point it is relatively well understood that IPv6 offers much increased address space as compared to its predecessor, IPv4. This increased address space is desirable as the number of connected devices continues to grow significantly. It is estimated that there will be more than 10 billion smartphones in use worldwide by 2016[footnoteRef:2]. The total number of connected devices including desktops, laptops, smart meters, servers and networking infrastructure pushes this total even higher. The need for addresses to achieve this level of “connectivity” is unprecedented. [2: http://www.howmanyarethere.org/how-many-mobile-phone-users-in-the-world/
] 

Yet, inasmuch as adoption is increasing, it is expected that the complete transition to IPv6 will take a very long time – possibly more than a decade. This guide has been developed to help users with the migration and very long coexistence period of these two communication frameworks.
[bookmark: O_1928274]The Long Migration
As mentioned the migration from IPv4 to IPv6 has been a gradual one – for a number of reasons. 
· Address Conservation efforts (detailed below)
· Availability of unused IPv4 address for many enterprises
· Incomplete vendor implementations of IPv6 functionality
· Lack of IPv6  expertise in many operational environments
· Lack of integration with existing solutions and products
· Lack of trust in the stability or maturity of the protocol and implementations

Address conservation efforts helped to successfully delay the exhaustion of IPv4 addresses for quite some time. But the need for additional addresses exceeded all conservation efforts. These efforts were enabled by the creativity of Regional Internet Registries (RIRs), standards developers and network designers. There are a number of successful approaches which have delayed the inevitable exhaustion of IPv4 Addresses:
· Network Address Translation (NAT) and techniques using RFC 1918
· RIRs reclaiming unused address space
· Enterprises  returning (or selling) previously used addresses



The Long Migration
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[bookmark: O_1928281][bookmark: _Toc331509667][bookmark: _Toc332957555]Chapter 2: An Orderly Transition to IPv6
[bookmark: O_2013907]The Process
The IPv6 deployment process is likely to take several phases over a significant time to achieve. The goal of this document is to describe some of the options for Spectrum users and offer best practices for each situation. The key areas of focus for this document are:
· Migration of CA Spectrum Infrastructure
· Evaluation of  existing infrastructure: Spectrum & Network
· Migration of existing devices to IPv6 (making modeling changes in Spectrum)
· Modeling new devices in Spectrum
· Verifying connectivity & operation of IPv6 
Spectrum plays a role in each phase of the transition or new deployment
Migrating Your CA Spectrum Infrastructure
One of the first steps to consider is when (and how) Network Management operations (CA Spectrum for example) are migrated to IPv6. While it is not essential to migrate Spectrum first, it does have some advantages. If the workstations and servers running Spectrum & CA products are migrated first, then these tools will be available to assist in the migration of the rest of the network.
See the chapter on “Migrating Your CA Spectrum Infrastructure”.
Evaluation Of Existing Infrastructure
One of the many challenges of the transition is that it involves many aspects of the infrastructure. Successful solutions require IPv6 protocol support in all the following:
· Applications
· Endpoint  Devices (PCs, tablets, smartphones)
· Network Infrastructure Devices
· Network Management Operations
The CA Spectrum product will be helpful in evaluating the readiness of all aspects of your infrastructure except Applications.
See the chapter on “Evaluating Your Existing Infrastructure”.
Migration of Existing Devices to IPv6
A common deployment practice is to upgrade portions of the network to IPv6. This is typically done, device by device and interface by interface. Incremental migration is usually done in operational networks in order to ensure operational stability of existing networks and services..
See the chapter on “Migrating Existing Devices to IPv6”.

Modeling New Devices using IPv6
One approach is to deploy new devices and services in targeted new network segments. This is particularly common in Service Provider environments where new customer facing equipment is deployed with IPv6 capable devices. In this case there is no previous equipment to upgrade or reconfigure; all new customers are automatically provisioned with IPv6 addresses. While the edge of the network may be native IPv6 the core remains IPv4 or dual stack.
See the chapter on “Modeling New Devices using IPv6”.
Verifying Connectivity and Operation of IPv6
Once the devices and services have been deployed, Spectrum can be used to verify configuration and operation of your environment. 
See the chapter on “Verifying Connectivity and Operation of IPv6”.


[bookmark: O_2013994][bookmark: O_1928277][bookmark: _Chapter_3:_Migrating][bookmark: _Toc331509678][bookmark: _Toc332957559]Chapter 3: Migrating your Spectrum Infrastructure
One of the advantages of migrating the Spectrum product suite to IPv6 initially is to utilize its tools for the further deployment and monitoring of IPv6 enabled resources and services. Some of the ways to migrate Spectrum:
· New SpectroSERVER installation on an IPv6 capable host
· Upgrade an existing installation host to support IPv6
For the most part Spectrum can operate in any of the following environments:
· Native IPv4 environment
· Dual Stack IPv4 / IPv6 environment
· Native IPv6 environment
There are a number of steps to consider when making the transition from IPv4 to dual stack or IPv6 networks. The following diagram depicts a Spectrum environment before and after a partial migration to IPv6. The left side shows all components operating in a native IPv4 environment while the right size shows a common scenario where there is a mix of IPv4 & IPv6 components. Best practices recommends operating the Spectrum environment as dual stack but this diagram shows some native IPv6 hosts where possible.
[image: ]

Recommended Steps
In order to maintain operational stability of network management operations the following steps are recommended:

	Action
	Reasoning

	Consult the migration planning worksheet in the Appendix for an outline of information that will be needed
	Must design the addressing scheme before it is implemented in the following steps.


	Consider impact to external integrations before beginning the following steps. Integrations may need to be transitioned to Dual Stack before the Spectrum specific steps can be completed.
	Integrations with other vendor’s products may have unique requirements and in some cases may not support IPv6. These become the limiting factor in the entire migration process.

	Transition the OneClick server from IPv4 to a machine running Dual Stack mode.  Restart OneClick Server.
	Permits connections from clients running either IPv4 or IPv6. In addition permits data connection with SpectroSERVERs running either IPv4 or IPv6. Key to steps that follow.

	Transition the SpectroSERVER MLS-Backup to a machine running in Dual Stack mode. Restart MLS-Backup
	Migrate the backup first to permit continuous operation of the primary. Choose Dual Stack so that it can communicate with all SpectroSERVERS in the event of an outage

	Transition the SpectroSERVER MLS-Primary to a machine running in Dual Stack Mode. Restart MLS-Primary
	The primary is done second so that the secondary can take over operations. Secondary is dual stack ready

	Transition the other landscapes to Dual Stack or IPv6 as needed.
	Excluding considerations due to integrations either Dual Stack or IPv6 should work since the MLS has been moved to Dual Stack


Note: When changing the addresses of a workstation it is essential to restart the SpectroSERVER process so that it binds to all new addresses on the workstation. In some cases, it may also be necessary to reboot the workstation to enable the new addresses. Consult your operating system manual for details.
Verifying Your Spectrum Environment
[bookmark: _GoBack]The steps presented in the previous section outline a process to migrate the Spectrum environment. The following test plan is recommended to ensure connectivity after this migration. It is assumed IPv6 Addresses are enabled on all workstations and Spectrum processes have been restarted.
	Action
	Expected Outcome

	Connect an IPv4 based OneClick Client to the (dual stack) OneClick Server
	Client starts correctly

	Connect an IPv6 based OneClick Client to the (dual stack)  OneClick Server
	Client starts correctly

	Using OneClick client navigate to the Information View of the VNM model for the MLS. Expand the General Information Section.
	Ensure that the network address displayed is the correct IPv6 address

	Repeat the steps above by navigating to other landscapes
	All SpectroSERVERs which reside on machines with an IPv6 address should display the correct IPv6 address. Note addresses so they can be used in the next step

	On the MLS SpectroSERVER, model as Pingables the IPv6 addresses of all SpectroSERVERs supporting IPv6 addressing. (Addresses from Migration Planning Worksheet)
	Pingable should be created successfully and model should be green. This test verifies that the remote landscapes are contactable via their IPv6 address.

	On the MLS SpectroSERVER, model as Pingables the IPv6 addresses of some client machines supporting IPv6 addressing
	Pingable should be created successfully and model should be green. This test verifies that the OneClick clients are contactable via their IPv6 address.

	Pingable models for SpectroSERVERS may be deleted.
	Models deleted successfully.


[bookmark: _Chapter_4:_Evaluating]Chapter 4: Evaluating your Infrastructure
Using Spectrum it is possible to evaluate the basic readiness (or progress) of your existing infrastructure for both usage and management of IPv6 infrastructure. It is possible to verify: 
· Existing IPv6 addresses on your network (Usage)
· Existing IPv6 MIBs (Manageability)
Determining Current IPv6 Usage
Existing IPv6 Addresses on your network can be found using Spectrum – once a discovery of the network range has been accomplished. While it is not possible to perform a range discovery of IPv6 Address it is expected that most devices will still operate in dual-stack mode and have discoverable IPv4 addresses assigned somewhere in the device.
This section assumes that it is possible for Spectrum to perform a discovery of the network segment under consideration. If the modeling is not intended to be permanent the models should be placed in a container and deleted after the analysis is completed.
Steps to identify IPv6 addressing
1. Using the AutoDiscovery Console set up a discovery configuration with a range of IPv4 addresses corresponding to the section of the network under evaluation.
2. Discover and Model the devices in that range
3. Using a Locator Search (in the following two steps) find the IPv6 Addresses currently provisioned on your network.
4. Prior to Spectrum 9.2.2 H09, you can use the Locator Search “Ports” -> “By IP Address Range”. To find Global IP Addresses you can enter Low IP Address of “2000::” and High IP Address of “4000::”.
5. In Spectrum 9.2.2 H09 (and later) there are additional searches defined: “Ports” -> “All IPv6 Global Addresses” and “All IPv6 Link-Local Addresses”.
6. The results can be exported to a csv file which is readable by a number of tools including Microsoft Excel.
It is possible to view and control IPv4 and IPv6 address usage on a single device by using the Interfaces tab of the Device’s Component Details view. From this view one sees the primary address assigned to each interface. An optional field, Secondary IPs, can be added which will allow the user to view all additional addresses (IPv4 & IPv6) assigned to that interface. This is shown below:
[image: ]
Selecting the “view more ips” link launches the following dialog which shows all the addresses assigned to the interface.
[image: ]
From this dialog the user may select any one of these addresses as the “primary” one Spectrum uses to manage with that interface or device.
Determine IPv6 Manageability
This phase evaluates the readiness of the current network devices to be managed by Spectrum. While there are a number of factors which may contribute to the “manageability” of a device, this method searches for devices which support the for the most basic IPv6  MIB; specifically the following attributes:
· RFC4293: ipv6IpForwarding OID= 1.3.6.1.2.1.48.2.2.2.25
· RFC2465: ipv6Forwarding OID=1.3.6.1.2.1.55.1.1.0
· Cisco IETF IP: cIpv6Forwarding OID=1.3.6.1.4.1.9.10.86.1.2.1
This is evidenced by the presence of either: “RFC4293Mib_Agent”, “SNMP2_v6_Agent” or “CiscoIETFIPApp” application models. This is determined by the following steps:
1. Using the AutoDiscovery Console set up a discovery configuration with a range of IPv4 addresses corresponding to the section of the network under consideration.
2. Discover and Model the devices in that range
3. Using a Locator Search find the devices supporting the basic IPv6 MIBs modeled in Spectrum.
4. The search is “Devices” -> “Supports Application” -> “IP v6”.
5. A list of results is returned which can be export to a csv file. This file is readable by several tools including Microsoft Excel.
Note prior to 9.2.2 H09 the IP v6 Application search included only RFC2465. If you are running a release prior to this you will need to search for the application models individually by name. This can be done:
1. Go to Locator Search Tab. Open Application Models
2. Select Search “By Name” and enter: “RFC4293Mib_Agent” to get a list of devices supporting this MIB. Save the results to a csv file.
3. Select Search “By Name” and enter: “CiscoIETFIPApp” to get a list of devices supporting this MIB. Save the results to a csv file.
4. Lastly the application models for RFC 2465 can be obtained as shown in the previous section.
5. The contents of the 3 csv files can be combined to get a complete list of the devices supporting these basic MIBs.

[bookmark: O_2025931][bookmark: _Chapter_5:_Migrating][bookmark: _Toc331509679][bookmark: _Toc332957560]Chapter 5: Migrating Existing Devices
[bookmark: O_1894127]There are several options for migrating existing devices to IPv6. It depends on which addresses are being modified. In most cases the “best practices” recommendation is to maintain a dual stack environment for greatest flexibility. Typical scenarios include:
· Changing the “management IP” of the device from IPv4 to IPv6 (typically a loopback address)
· [bookmark: O_1874583]Changing a (non-management)interface IP from IPv4 to IPv6
· Provisioning a new interface (on an existing device) with an IPv6 Address
· Adding an IPv6 Address to an existing interface (Best Practice)
· Create a new device model (delete exiting model)
This section considers each case.
	Type of Change
	Advantages
	Disadvantages

	Changing the “management IP” of the device from IPv4 to IPv6
	Simple to do
	Requires user to run device reconfiguration. Service discovery may need to be performed. Highest risk to network management operations.

	Changing a (non-management) interface IP from IPv4 to IPv6
	Simple to do
	Requires user to run device reconfiguration. Service discovery may need to be performed.

	Provisioning a new interface (on an existing device) with an IPv6 Address
	Requires additional work provisioning interface. Lowest risk to existing network management
	Requires user to run device reconfiguration. Service discovery may need to be performed.

	Adding an IPv6 Address to an existing interface
	Best Practices recommendation. Allows continuity of management. Service Discovery does not need to be re-run. Low risk to existing network management
	Requires user to run device reconfiguration.

	Delete exiting device model, create a new model using IPv6 management IP.
	Simple and guaranteed to detect all new addresses immediately (upon model completion)
	Need to rediscover services. New model creates discontinuities in device and service reporting. No events for deleted device are available in OneClick.


The safest practice is to operate dual stack (IPv4 & IPv6) where possible rather than remove the IPv4 Address altogether. When the IPv4 address is removed from the device it may cause several applications to break (if they were based on IPv4 Address):
· Global Collections
· Policy Manager
· IP Services
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[bookmark: O_1874587][bookmark: _Chapter_6:_Modeling][bookmark: _Toc331509683][bookmark: _Toc332957564]Chapter 6: Modeling New Devices
Although this is the simplest “migration”, few businesses have the option of a “clean slate”. Yet, when possible it offers Network Architects and Network Managers the most flexibility in configuring and managing their environment. Some enterprises or service providers may have this possibility when expanding service into new areas or markets. One large US Service Provider notes that all new customers are being provisioned exclusively with IPv6 addresses.
There are two cases to consider in this situation:
· Dual Stack Deployment
· Native IPv6 Deployment
Dual Stack Deployment
As mentioned previously the dual stack is the recommend configuration as it provides the greatest flexibility. Adding new devices can be done either of the two ways:
· AutoDiscovery using IPv4 Range
· Model by IPv4 or IPv6 Address
The best practice in this case is the use AutoDiscovery to model these devices. Although the management address will be IPv4 all IPv6 addresses will be discovered and modeled as well.
Native IPv6 Deployment
 In situations where dual stack configuration is not possible, the user assigns only IPv6 addresses to the devices. In this case, AutoDiscovery does not support IPv6 range discovery. Some of the options for this environment include:
· Model by IP in OneClick
· Enter IPv6 addresses into the Discovery Console
· Import an IPv6 List into the Discovery Console
· Use CLI to create by IP an IPv6 device
While all approaches above will work, the most efficient one may be importing a list of IPv6 address into the AutoDiscovery Console.

[bookmark: _Chapter_7:_Verifying]Chapter 7: Verifying Your Environment
Once the configurations have been completed Spectrum can be used to verify proper operation of the new configurations. The steps for dual stack and native IPv6 deployments are the similar. One advantage of the native IPv6 deployment is that if models are successfully created (and condition is normal) then the devices are reachable via their IPv6 address. So this verifies IPv6 connectivity. 
Once your environment is modeled using any of them methods specified in this document the verification process can begin. There are different steps recommended depending on which version of Spectrum is used:
Version 9.2.2 H09 and Later
This section utilizes new searches introduced to support the best practices in this guide.
1. Use the locator search for Ports -> All IPv6 Global to find all the global addresses discovered by Spectrum. Manually inspect these to verify they are correct.
2. Use the locator search for Ports -> All IPv6 Link-Local to find all the local addresses discovered by Spectrum. Manually inspect these to verify they are correct.
3. Use the locator search for Ports -> All Dual Stack to find all the ports which have both and IPv4 and IPv6 Global address. Manually inspect these to verify they are correct. See the appendix for details on this IPv6 specific searches which have been added.
Version 9.2.2 and Earlier
Earlier versions of Spectrum do not have the enhanced searches above and require more manual steps
1. Find the IPv4 address using the search for Ports -> IP Address Range. For the range values enter: 1.0.0.0 and 223.255.255.255.
2. Sort the table of results on the IP Address column. 
3. Scroll down to where the IPv6 global addresses begin. The values will change from the IPv4 dotted decimal to the IPv6 addresses which format like 2000: :8a2a:5e12:305:204:deff:fe28:2000. 
4. Note where the IPv6 addresses begin. All ports here and below support dual stack configuration. This approach works because IPv6 is the preferred address representation in Spectrum. If an interface has both and IPv4 and IPv6 address the IPv6 address the IPv6 is displayed. Since the search was for IPv4 addresses and an IPv6 address is displayed we can infer that it has BOTH types of addresses bound to the interface.
5. Verify the interfaces (showing an IPv6 address) are actually the dual stack ports expected.
6. Note: At any point these results should be exported to a .csv file which can be opened in Excel or other compatible program. It will be used in “Verifying Connectivity”.
Verifying Connectivity
Once all the provisioned IPv6 addresses have been determined (in the previous steps), it is possible t o verify the connectivity to each of them (without modeling them individually in Spectrum). This may be accomplished with the following steps:
1. Create a text file, (called IPv6Addresses.txt, for example); copy and paste all the IPv6 addresses from csv file produced above. Note how many addresses are posted into the file
2. Using the AutoDiscovery Console Import that list into “IP / Host Boundary List” dialog. 
3. Select “Discover Only” in the Modeling Options panel
4. Select “Discover” at the bottom right of the AutoDiscovery Console window
5. When that process finishes you will have two lists of addresses. The first list (entitled: Discovering ?? IPAddresses)  contains addresses which were successfully contacted and already modeled.
6. The second list (entitled “No Devices found at the following IP addresses / Host names”) contains addresses which were not able to be contacted. These addresses should be investigated because they may represent configuration issues or routing problems. In any case, this SpectroSERVER is not able to reach them.
7. Addresses which cannot be contacted should be found in the original search results or the spreadsheet to determine the hosting device. The configuration on that device should be investigated.

Appendix
This section contains artifacts referenced in earlier sections of the document.
Searches for IPv6 Deployments
A number of OneClick Locator searches have been developed to aid in the management of the IPv6 deployment process. These searches (which are found under the Ports section) return Port models meeting the criteria:
· All IPv4 Unicast
· Identifies all interfaces which have an iPv4 address configured on them.
· All IPv4/v6 Dual Stack
· Identifies all interfaces which have both and IPv4 and IPv6 Global Address configured. This search is most useful to identify portions of the network where there is a mix of IPv4 & IPv6 services.
· All  IPv6 Global Addresses
· Identifies all interfaces which have at least one IPv6 Global Address configured on them.
· All IPv6 Link Local Addresses
· Identifies all interfaces which have at least one IPv6 Link-Local Address configured on them. Although these are not generally reachable by Spectrum, they are in indication of where IPv6 is configured and operational.
· All IPv6 Loopback
· Indentifies all interfaces which have an IPv6 Global Address configured on a loopback interface (ifType = 24). This is a special case of the search below.
· IPv6 Ports of a Specified Type
· Identifies all interfaces which have an IPv6 Global Address configured on an interface of a selected type. This is useful to understand the types of interfaces on which IPv6 has been provisioned. For example, some environments may provision IPv6 on customer facing wide area links.
· All Ports of a Specified Type (IPv4, IPv6 or unnumbered)
· Identifies all port interfaces, independent of addressing technique..
In addition to the searches on ports / interfaces the following searches return a list of devices matching the search criteria.
· All Supporting IPv6 Applications
· Identifies all the devices which support at least one of the common IPv6 application models. This search checks the three most common in Spectrum: RFC4293, RFC2465 and Cisco IETF IP MIBs. The search only identifies that a portion of the MIB is present on the device, not that it is fully configured and IPv6 operational. The MIBs / Application Models referenced above are instantiated if the following attributes are detected on the device: ipv6IpForwarding or ipv6Forwarding or cIpv6Forwarding (respectively)
· All Dual Stack Configured
· Identifies all the devices which are configured for dual stack communication. This means that at least some IPv4 & IPv6 interfaces have been found configured on this device. It does not guarantee that these interfaces are operational or configured correctly, just that they have been configured.
· All IPv6 Globally Addressable
· Identifies all devices which have at least one IPv6 Global address configured. It does not guarantee that these devices are necessarily reachable by the IPv6 address. Other tests would have to be performed to obtain that information
As mentioned earlier in this document, the dual stack configuration is recommended as the “best practice” for most environments undergoing this migration. The dual stack search can be used to determine interfaces which meet this recommendation.
Note: Like other Locator Searches, these IPv6 searches can be resource intensive in large environments. Although the resource cost is related to the search complexity, it is highly dependent on the size of the search results. Consequently, a search returning a large number of results (more than 10,000 elements) is likely to consume significant time and resources. Similar considerations would need to be made when using these for Global Collections as well.
Spectrum Migration Planning Worksheet
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