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Technical Support

Symantec Technical Support maintains support centers globally. Technical
Support’s primary role is to respond to specific queries about product features
and functionality. The Technical Support group also creates content for our online
Knowledge Base. The Technical Support group works collaboratively with the
other functional areas within Symantec to answer your questions in a timely
fashion. For example, the Technical Support group works with Product Engineering
and Symantec Security Response to provide alerting services and virus definition
updates.

Symantec’s support offerings include the following:

m A range of support options that give you the flexibility to select the right
amount of service for any size organization

m Telephone and/or Web-based support that provides rapid response and
up-to-the-minute information

m Upgrade assurance that delivers software upgrades

m Global support purchased on a regional business hours or 24 hours a day, 7
days a week basis

m Premium service offerings that include Account Management Services

For information about Symantec’s support offerings, you can visit our website at
the following URL:

www.symantec.com/business/support/
All support services will be delivered in accordance with your support agreement
and the then-current enterprise technical support policy.

Contacting Technical Support

Customers with a current support agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be
at the computer on which the problem occurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

m Product release level


www.symantec.com/business/support/
www.symantec.com/business/support/

Hardware information

Available memory, disk space, and NIC information

Operating system

Version and patch level

Network topology

Router, gateway, and IP address information

Problem description:

m Error messages and log files

m Troubleshooting that was performed before contacting Symantec

m Recent software configuration changes and network changes

Licensing and registration

If your Symantec product requires registration or a license key, access our technical
support Web page at the following URL:

www.symantec.com/business/support/

Customer service

Customer service information is available at the following URL:

www.symantec.com/business/support/

Customer Service is available to assist with non-technical questions, such as the
following types of issues:

Questions regarding product licensing or serialization

Product registration updates, such as address or name changes

General product information (features, language availability, local dealers)
Latest information about product updates and upgrades

Information about upgrade assurance and support contracts

Information about the Symantec Buying Programs

Advice about Symantec's technical support options

Nontechnical presales questions

Issues that are related to CD-ROMs, DVDs, or manuals


www.symantec.com/business/support/
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Support agreement resources

If you want to contact Symantec regarding an existing support agreement, please
contact the support agreement administration team for your region as follows:

Asia-Pacific and Japan customercare_apac@symantec.com
Europe, Middle-East, and Africa semea@symantec.com

North America and Latin America supportsolutions@symantec.com
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Introducing Symantec Data
Loss Prevention

This chapter includes the following topics:

About Symantec Data Loss Prevention
About the Enforce platform

About Network Monitor and Prevent
About Network Discover

About Network Protect

About Mobile Prevent

About Mobile Email Monitor

About Endpoint Discover

About Endpoint Prevent

About Symantec Data Loss Prevention

Symantec Data Loss Prevention enables you to:

Discover and locate confidential information on file and Web servers, in
databases, on mobile devices, and on endpoints (desk and laptop systems)

Protect confidential information through quarantine
Monitor network traffic for transmission of confidential data

Monitor and prevent the transmission of confidential data on mobile devices
connected to a VPN
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m Monitor the transmission of confidential data contained in corporate emails
that are sent using Microsoft Exchange ActiveSync and downloaded to mobile
devices

m Monitor the use of sensitive data on endpoint computers

m Prevent transmission of confidential data to outside locations

m Automatically enforce data security and encryption policies
Symantec Data Loss Prevention includes the following components:

m Enforce Server
See “About the Enforce platform” on page 48.
See “About Symantec Data Loss Prevention administration” on page 55.
See “About the Enforce Server administration console” on page 56.

m Network Discover
See “About Network Discover” on page 49.

m Network Protect
See “About Network Protect” on page 50.

m Network Monitor
m Network Prevent
m Mobile Email Monitor
See “About Mobile Email Monitor” on page 51.

m Mobile Prevent
See “About Mobile Prevent” on page 51.

m Endpoint Discover
See “About Endpoint Discover” on page 52.
See “About Endpoint Discover and Endpoint Prevent” on page 1307.

m Endpoint Prevent
See “About Endpoint Prevent” on page 52.

The Discover, Protect, Monitor, Mobile Prevent, Mobile Email Monitor, and Prevent
modules can be deployed as stand-alone products or in combination. Regardless
of which stand-alone products you deploy, the Enforce Server is always provided
for central management. Note that the Network Protect module requires the
Network Discover module.

Associated with each product module are corresponding detection servers:

m Network Discover Server locates the exposed confidential data on a broad
range of enterprise data repositories including:
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m File servers

m Databases

m  Microsoft SharePoint
m Lotus Notes

m EMC Documentum

m Livelink

m Microsoft Exchange
m  Web servers

m Other data repositories

If you are licensed for Network Protect, this server also copies and quarantines
sensitive data on file servers, as specified in your policies.

See “About Network Discover” on page 49.

Network Monitor Server monitors the traffic on your network.
See “About Network Monitor and Prevent” on page 49.

Network Prevent for Email Server blocks emails that contain sensitive data.
See “Implementing Network Prevent for Email” on page 1079.

Network Prevent for Web Server blocks HTTP postings and FTP transfers that
contain sensitive data.

See “Implementing Network Prevent for Web” on page 1093.

Mobile Prevent for Web Server monitors and blocks HTTP/S and FTP transfers
that contain sensitive data over mobile devices that are connected to a VPN.
See “Implementing Mobile Prevent” on page 1429.

Mobil Email Monitor Server monitors corporate emails that are sent through
Microsoft Exchange ActiveSync and downloaded to mobile devices.
See “About Mobile Email Monitor” on page 1445.

Endpoint Server monitors and prevents the misuse of confidential data on
endpoint computers.
See “About Endpoint Discover and Endpoint Prevent” on page 1307.

The distributed architecture of Symantec Data Loss Prevention allows
organizations to:

Perform centralized management and reporting.

Centrally manage data security policies once and deploy immediately across
the entire Symantec Data Loss Prevention suite.

Scale data loss prevention according to the size of your organization.
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About the Enforce platform

The Symantec Data Loss Prevention Enforce Server is the central management
platform that enables you to define, deploy, and enforce data loss prevention and
security policies. The Enforce Server administration console provides a centralized,
Web-based interface for deploying detection servers, authoring policies,
remediating incidents, and managing the system.

See “About Symantec Data Loss Prevention” on page 45.

The Enforce platform provides you with the following capabilities:

Build and deploy accurate data loss prevention policies. You can choose among
various detection technologies, define rules, and specify actions to include in
your data loss prevention policies. Using provided regulatory and best-practice
policy templates, you can meet your regulatory compliance, data protection
and acceptable-use requirements, and address specific security threats.

See “About Data Loss Prevention policies” on page 327.

See “Detecting data loss” on page 339.

Automatically deploy and enforce data loss prevention policies. You can
automate policy enforcement options for notification, remediation workflow,
blocking, and encryption.

Measure risk reduction and demonstrate compliance. The reporting features
of the Enforce Server enables you to create actionable reports identifying risk
reduction trends over time. You can also create compliance reports to address
conformance with regulatory requirements.

See “About Symantec Data Loss Prevention reports” on page 935.

See “About incident reports” on page 938.

Empower rapid remediation. Based on incident severity, you can automate the
entire remediation process using detailed incident reporting and workflow
automation. Role-based access controls empower individual business units
and departments to review and remediate those incidents that are relevant to
their business or employees.

See “About incident remediation” on page 865.

See “Remediating incidents” on page 868.

Safeguard employee privacy. You can use the Enforce Server to review incidents
without revealing the sender identity or message content. In this way,
multi-national companies can meet legal requirements on monitoring European
Union employees and transferring personal data across national boundaries.
See “About role-based access control” on page 87.
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About Network Monitor and Prevent

The Symantec Data Loss Prevention network data monitoring and prevention
products include:

m Network Monitor
Network Monitor captures and analyzes traffic on your network. It detects
confidential data and significant traffic metadata over the protocols that you
specify. For example, SMTP, FTP, HTTP, and various IM protocols. You can
configure a Network Monitor Server to monitor custom protocols and to use
a variety of filters (per protocol) to filter out low-risk traffic.
See “Implementing Network Monitor” on page 1069.

m Network Prevent for Email
Network Prevent for Email integrates with standard MTAs and hosted email
services to provide in-line active SMTP email management. Policies that are
deployed on in-line Network Prevent for Email Server direct the next-hop mail
server to block, reroute, or tag email messages. These blocks are based on
specific content and other message attributes. Communication between MTAs
and Network Prevent for Email Server can be secured as necessary using TLS.
Implement Network Monitor, review the incidents it captures, and refine your
policies accordingly before you implement Network Prevent for Email.
See “Implementing Network Prevent for Email” on page 1079.
See the Symantec Data Loss Prevention MTA Integration Guide for Network
Prevent for Email.

m Network Prevent for Web
For in-line active Web request management, Network Prevent for Web
integrates with an HTTP, HTTPS, or FTP proxy server. This integration uses
the Internet Content Adaptation Protocol (ICAP) . The Network Prevent for
Web Server detects confidential data in HTTP, HTTPS, or FTP content. When
it does, it causes the proxy to reject requests or remove HTML content as
specified by the governing policies.
See “Implementing Network Prevent for Web” on page 1093.

About Network Discover

Network Discover scans networked file shares, Web content servers, databases,
document repositories, and endpoint systems at high speeds to detect exposed
data and documents. Network Discover enables companies to understand exactly
where confidential data is exposed and helps significantly reduce the risk of data
loss.

Network Discover gives organizations the following capabilities:
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m Pinpoint unprotected confidential data. Network Discover helps organizations
accurately locate at risk data that is stored on their networks. You can then
inform shared file server owners to protect the data.

m Reduce proliferation of confidential data. Network Discover helps organizations
to detect the spread of sensitive information throughout the company and
reduce the risk of data loss.

m Automate investigations and audits. Network Discover streamlines data security
investigations and compliance audits. It accomplishes this task by enabling
users to scan for confidential data automatically, as well as review access
control and encryption policies.

m During incident remediation, Symantec Data Insight helps organizations solve
the problem of identifying data owners and responsible parties for information
due to incomplete or inaccurate metadata or tracking information.

See the Symantec Data Loss Prevention Data Insight Implementation Guide.

m To provide additional flexibility in remediating Network Discover incidents,
use the FlexResponse application programming interface (API), or the
FlexResponse plug-ins that are available.

See the Symantec Data Loss Prevention FlexResponse Platform Developers
Guide, or contact Symantec Professional Services for a list of plug-ins.

See “About Symantec Data Loss Prevention” on page 45.

See “About Network Discover” on page 1109.

About Network Protect

Network Protect reduces your risk by removing exposed confidential data,
intellectual property, and classified information from open file shares on network
servers or desktop computers. Note that there is no separate Network Protect
server; the Network Protect product module adds protection functionality to the
Network Discover Server.

Network Protect gives organizations the following capabilities:

m Quarantine exposed files. Network Protect can automatically move those files
that violate policies to a quarantine area that re-creates the source file structure
for easy location. Optionally, Symantec Data Loss Prevention can place a
marker text file in the original location of the offending file. The marker file
can explain why and where the original file was quarantined.

m Copy exposed or suspicious files. Network Protect can automatically copy those
files that violate policies to a quarantine area. The quarantine area can re-create
the source file structure for easy location, and leave the original file in place.
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m Quarantine file restoration. Network Protect can easily restore quarantined
files to their original or a new location.

m Enforce access control and encryption policies. Network Protect proactively
ensures workforce compliance with existing access control and encryption
policies.

See “About Symantec Data Loss Prevention” on page 45.

See “Configuring Network Protect for file shares” on page 1195.

About Mobile Prevent

Mobile Prevent monitors email, Web, and application communications from mobile
devices to prevent sensitive information from leaving your organization. After
the connection to the corporate network is established, all network traffic is sent
to the Mobile Prevent for Web Server for analysis. In this way, you can protect
your organization's sensitive information while allowing mobile device users to
access sites and apps such as Facebook, Dropbox, and Twitter.

With Mobile Prevent, you can perform the following activities:

m Monitor confidential information leaving a mobile device through HTTP,
HTTPS, or FTP traffic.

m Prevent confidential information from leaving a mobile device through HTTP,
HTTPS, or FTP traffic.

m Remediate incidents originating from a mobile device.

Mobile Email Monitor and Mobile Prevent are both included in the Symantec Data
Loss Prevention for Mobile license.

See “About mobile device management” on page 1428.
See “Implementing Mobile Prevent” on page 1429.

See “About Symantec Data Loss Prevention” on page 45.

About Mobile Email Monitor

Mobile Email Monitor monitors corporate email that are sent through Microsoft
Exchange ActiveSync and downloaded to the native email client on supported
mobile devices.

With Mobile Email Monitor, you can perform the following activities:

m Monitor confidential information sent in corporate emails that are downloaded
to mobile devices.
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m Track what sensitive information was downloaded to monitored mobile devices
that are subsequently lost or stolen.

Mobile Email Monitor and Mobile Prevent are both included in the Symantec Data
Loss Prevention for Mobile license.

See Table 85-1 on page 1450.

See “About Symantec Data Loss Prevention” on page 45.

About Endpoint Discover

Endpoint Discover detects sensitive data on your desktop or your laptop endpoint
computers. It consists of at least one Endpoint Server and at least one Symantec
DLP Agent that runs on an endpoint computer. You can have many Symantec DLP
Agents connected to a single Endpoint Server. Symantec DLP Agents:

m Detect sensitive data in the endpoint file system.

m Collect data on that activity.

m Send incidents to the Endpoint Server.

m Send the data to the associated Endpoint Server for analysis, if necessary.
See “About Endpoint Discover and Endpoint Prevent” on page 1307.

See “About Symantec Data Loss Prevention” on page 45.

About Endpoint Prevent

Endpoint Prevent detects and prevents sensitive data from leaving from your
desktop or your laptop endpoint computers. It consists of at least one Endpoint
Server and all the Symantec DLP Agents running on the endpoint systems that
are connected to it. You can have many Symantec DLP Agents connected to a
single Endpoint Server. Endpoint Prevent detects on the following data transfers:

m Application monitoring
m CD/DVD

m Clipboard

m Email/SMTP

m eSATA removable drives
m FTP

m HTTP/HTTPS
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n IM

m Network shares

m Print/Fax

m USBremovable media devices

See “About Endpoint Discover and Endpoint Prevent” on page 1307.

See “About Symantec Data Loss Prevention” on page 45.
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Getting started
administering Symantec
Data Loss Prevention

This chapter includes the following topics:

About Symantec Data Loss Prevention administration

About the Enforce Server administration console

Logging on and off the Enforce Server administration console
About the administrator account

Performing initial setup tasks

Changing the administrator password

Adding an administrator email account

Editing a user profile

Changing your password

About Symantec Data Loss Prevention administration

The Symantec Data Loss Prevention system consists of one Enforce Server and
one or more detection servers.

The Enforce Server stores all system configuration, policies, saved reports, and
other Symantec Data Loss Prevention information and manages all activities.
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About the Enforce Server administration console

System administration is performed from the Enforce Server administration
console, which is accessed by a Firefox or Internet Explorer Web browser. The
Enforce console is displayed after you log on.

See “About the Enforce Server administration console” on page 56.

After completing the installation steps in the Symantec Data Loss Prevention
Installation Guide, you must perform initial configuration tasks to get Symantec
Data Loss Prevention up and running for the first time. These are essential tasks
that you must perform before the system can begin monitoring data on your
network.

See “Performing initial setup tasks” on page 58.

About the Enforce Server administration console

You administer the Symantec Data Loss Prevention system through the Enforce
Server administration console.

The Administrator user can see and access all parts of the administration console.
Other users can see only the parts to which their roles grant them access. The
user account under which you are currently logged on appears at the top right of
the screen.

When you first log on to the administration console, the Home screen is displayed.
To navigate through the system, select items from one of the four menu clusters
(Home, Incidents, Policies, and System). To access the online Help, click Help
at the top right of the screen.

Located in the upper-right portion of the administration console are the following
navigation and operation icons:

Table 2-1 Administration console navigation and operation icons
Icon Description
K. Back to previous screen. Symantec recommends using this Back button

rather than your browser Back button. Use of your browser Back button
may lead to unpredictable behavior and is not recommended.

)| Screen refresh. Symantec recommends using this Refresh button rather
than your browser Reload or Refresh button. Use of your browser buttons
may lead to unpredictable behavior and is not recommended.

!:. | Send the current report to the printer. If the current screen contents cannot
be sent to the printer, this icon is unavailable.
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Table 2-1 Administration console navigation and operation icons (continued)
Icon Description
E Email the current report to one or more recipients. If the current screen
contents cannot be sent as an email, this icon is unavailable.

See “Logging on and off the Enforce Server administration console” on page 57.

Logging on and off the Enforce Server administration

console

If you are assigned more than one role, you can only log on under one role at a
time. You must specify the role name and user name at logon.

To log on to the Enforce Server

1 On the Enforce Server host, open a browser and point it to the URL for your
server (as provided by the Symantec Data Loss Prevention administrator).

2 Onthe Symantec Data Loss Prevention logon screen, enter your user name
in the Username field. For the administrator role, this user name is always
Administrator. Users with multiple roles should specify the role name and
the user name in the format role\user (for example, ReportViewer\bsmith).
If they do not, Symantec Data Loss Prevention assigns the user a role upon
logon.

See “Configuring roles” on page 95.

3 InthePassword field, type the password. For the administrator at first logon,
this password is the password you created during the installation.

For installation details, see the appropriate Symantec Data Loss Prevention
Installation Guide.

4  C(Click login.

The Enforce Server administration console appears. The administrator can
access all parts of the administration console, but another user can see only
those parts that are authorized for that particular role.

To log out of the Enforce Server
1 Click logout at the top right of the screen.
2  Click OK to confirm.

Symantec Data Loss Prevention displays a message confirming the logout
was successful.
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See “Editing a user profile” on page 60.

About the administrator account

The Symantec Data Loss Prevention system is preconfigured with a permanent
administrator account. Note that the name is case sensitive and cannot be changed.
You configured a password for the administrator account during installation.

Refer to the Symantec Data Loss Prevention Installation Guide for more
information.

Only the administrator can see or modify the administrator account. Role options
do not appear on the administrator configure screen, because the administrator
always has access to every part of the system.

See “Changing the administrator password” on page 59.

See “Adding an administrator email account” on page 59.

Performing initial setup tasks

After completing the installation steps in the Symantec Data Loss Prevention
Installation Guide, you must perform initial configuration tasks to get Symantec
Data Loss Prevention up and running for the first time. These are essential tasks
that you must perform before the system can begin monitoring data on your
network.

m Change the Administrator's password to a unique password only you know,
and add an email address for the Administrator user account so you can be
notified of various system events.

See “About the administrator account” on page 58.

m Add and configure your detection servers.
See “Adding a detection server” on page 207.
See “Server configuration—basic” on page 193.

m Addany user accounts you need in addition to those supplied by your Symantec
Data Loss Prevention solution pack.

m Review the policy templates provided with your Symantec Data Loss Prevention
solution pack to familiarize yourself with their content and data requirements.
Revise the polices or create new ones as needed.

m Add the data profiles that you plan to associate with policies.
Data profiles are not always required. This step is necessary only if you are
licensed for data profiles and if you intend to use them in policies.
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Changing the administrator password

During installation, you created a generic administrator password. When you log
on for the first time, you should change this password to a unique, secret password.

See the Symantec Data Loss Prevention Installation Guide for more information.
Passwords are case-sensitive and they must contain at least eight characters.

Note that you can configure Symantec Data Loss Prevention to require strong
passwords. Strong passwords are passwords specifically designed to be difficult
to break. Password policy is configured from the System > Settings > General >
Configure screen.

When your password expires, Symantec Data Loss Prevention displays the
Password Renewal window at the next logon. When the Password Renewal window
appears, type your old password, and then type your new password and confirm
it.

See “Configuring user accounts” on page 103.
To change the administrator password
1 Logon as administrator.
2  Click Profile in the upper-right corner of the administration console.
3 On the Edit Profile screen:
m Enter your new password in the New Password field.

m Re-enter your new password in the Re-enter New Password field. The
two new passwords must be identical.

Note that passwords are case-sensitive.
4  Click Save.
See “About the administrator account” on page 58.
See “About the Enforce Server administration console” on page 56.

See “About the System Overview screen” on page 210.

Adding an administrator email account

You can specify an email address to receive administrator account related
messages.
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To add or change an administrator email account
1 Click Profile in the upper-right corner of the administration console.

2 Typethe new (or changed) administrator email address in the email Address
field.

The email addresses must include a fully qualified domain name. For example:

my_name@acme.com.
3 Click Save.
See “About the administrator account” on page 58.
See “About the Enforce Server administration console” on page 56.

See “About the System Overview screen” on page 210.

Editing a user profile

System users can use the Profile screen to configure their profile passwords,
email addresses, and languages.

Users can also specify their report preferences at the Profile screen.

To display the Profile screen, click Profile at the top-right of the Enforce Server
administration console.

The Profile screen is divided into the following sections:

m General. Use this section to change your password, specify your email address,
and choose a language preference.

m Report Preferences. Use this section to specify your preferred text encoding,
CSV delimiter, and XML export preferences.

m Roles. This section displays your role. Note that this section is not displayed
for the administrator because the administrator is authorized to perform all
roles.

The General section:

To change your password

1 Enter your current valid password in the Old Password field.

2 Enter your new password in the New Password field.

3 Re-enter your new password in the Re-enter New Password field.
4  C(Click Save.

The next time you log on, you must use your new password.

See “Changing your password” on page 63.
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To specify a new personal email address

1 Enter your current valid password in the Old Password field.
2 Inthe Email Address field enter your personal email address.
3 Click Save.

Individual Symantec Data Loss Prevention users can choose which of the available
languages and locales they want to use.

To choose a language for individual use

1 Onthe Enforce Server administration console, click Profile at the top-right
of the screen.

Your profile appears.

2 Inthe General section of the screen, enter your password in the Old Password
field.

Click the option next to your language choice.
4  Click Save.
The Enforce Server administration console is re-displayed in the new language.

Choosing a language profile has no effect on the detection of policy violations.
Detection is performed on all content that is written in any supported language
regardless of the language you choose for your profile.

See “About support for character sets, languages, and locales” on page 65.

The languages available to you are determined when the product is installed and
the later addition of language packs for Symantec Data Loss Prevention. The effect
of choosing a different language varies as follows:

m Locale only. If the language you choose has the notice Translations not
available, dates and numbers are displayed in formats appropriate for the
language. Reports and lists are sorted in accordance with that language. But
the administration console menus, labels, screens, and Help system are not
translated and remain in English.

See “About locales” on page 70.

m Translated. The language you choose may not display the notice Translations
not available. In this case, in addition to the number and date format, and sort
order, the administration console menus, labels, screens, and in some cases
the Help system, are translated into the chosen language.

See “About Symantec Data Loss Prevention language packs” on page 69.

The Report Preferences section:
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To select your text encoding

1
2

Enter your current valid password in the Old Password field.
Select a text encoding option:

m Usebrowser default encoding. Check this box to specify that text files
use the same encoding as your browser.

m Pull down menu. Click on an encoding option in the pull down menu to
select it.

Click Save.

The new text encoding is applied to CSV exported files. This encoding lets
you select a text encoding that matches the encoding that is expected by CSV
applications.

To select a CSV delimiter

Enter your current valid password in the Old Password field.
Choose one of the delimiters from the pull-down menu.
Click Save.

The new delimiter is applied to the next comma-separated values (CSV) list
that you export.

See “About incident reports” on page 938.

See “Exporting incident reports” on page 958.

To select XML export details

1
2

Enter your current valid password in the Old Password field.

Include Incident Violations in XML Export. If this box is checked, reports
exported to XML include the highlighted matches on each incident snapshot.

Include Incident History in XML Export. If this box is checked, reports
exported to XML include the incident history data that is contained in the
History tab of each incident snapshot.

Click Save.

Your selections are applied to the next report you export to XML.

If neither box is checked, the exported XML report contains only the basic incident
information.

See “About incident reports” on page 938.

See “Exporting incident reports” on page 958.
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Changing your password

When your password expires, the system requires you to specify a new one the
next time you attempt to log on. If you are required to change your password, the
Password Renewal window appears.

To change your password from the Password Renewal window

1 Enter your old password in the Old password field of the Password Renewal
window.

2 Enter your new password in the New Password field of the Password Renewal
window.

3 Re-enter your new password in the Re-enter New Password field of the
Password Renewal window.

The next time you log on, you must use your new password.

You can also change your password at any time from the Profile screen.
See “Editing a user profile” on page 60.

See “About the administrator account” on page 58.

See “Logging on and off the Enforce Server administration console” on page 57.
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Working with languages
and locales

This chapter includes the following topics:

m About support for character sets, languages, and locales

m Supported languages for detection

m Working with international characters

m About Symantec Data Loss Prevention language packs

m About locales

m Using a non-English language on the Enforce Server administration console

m Using the Language Pack Utility

About support for character sets, languages, and
locales

Symantec Data Loss Prevention fully supports international deployments by
offering a large number of languages and localization options:

m Policy creation and violation detection across many languages.
The supported languages can be used in keywords, data identifiers, regular
expressions, exact data profiles (EDM) and document profiles (IDM).
See “Supported languages for detection” on page 66.

m Operation on localized and Multilingual User Interface (MUI) versions of
Windows operating systems.
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m International character sets. To view and work with international character
sets, the system on which you are viewing the Enforce Server administration

console must have the appropriate capabilities.

See “Working with international characters” on page 68.

m Locale-based date and number formats, as well as sort orders for lists and

reports.

See “About locales” on page 70.

m Localized user interface (UI) and Help system. Language packs for Symantec
Data Loss Prevention provide language-specific versions of the Enforce Server
administration console. They may also provide language-specific versions of

the online Help system.

Note: These language packs are added separately following initial product

installation.

m Localized product documentation.

Supported languages for detection

Symantec Data Loss Prevention supports a large number of languages for detection.
Policies can be defined that accurately detect and report on the violations found

in content in these languages.

Table 3-1 Languages supported by Symantec Data Loss Prevention
Language Version 10.x Versions 11.0, |Version 12.x
11.1.x,11.5,11.6
Arabic Yes Yes Yes
Brazilian Portuguese Yes Yes Yes
Chinese (traditional) Yes Yes Yes
Chinese (simplified) Yes Yes Yes
Czech Yes Yes Yes
Danish Yes Yes Yes
Dutch Yes Yes Yes
English Yes Yes Yes




Working with languages and locales
Supported languages for detection

Table 3-1 Languages supported by Symantec Data

Loss Prevention (continued)

Language Version 10.x Versions 11.0, |Version 12.x
11.1.x,11.5,11.6

Finnish Yes Yes Yes
French Yes Yes Yes
German Yes Yes Yes
Greek Yes Yes Yes
Hebrew Yes Yes Yes
Hungarian Yes Yes Yes
Italian Yes Yes Yes
Japanese Yes Yes Yes
Korean Yes Yes Yes
Norwegian Yes Yes Yes
Polish Yes Yes Yes
Portuguese Yes Yes Yes
Romanian Yes Yes Yes
Russian Yes Yes Yes
Spanish Yes Yes Yes
Swedish Yes Yes Yes
Turkish Yes* Yes* Yes*

*Symantec Data Loss Prevention cannot be installed on a Windows operating

system that is localized for the Turkish language, and you cannot choose Turkish

as an alternate locale.

For additional information about specific languages, see the Symantec Data Loss

Prevention Release Notes.

A number of capabilities are not implied by this support:

m Technical support provided in a non-English language. Because Symantec
Data Loss Prevention supports a particular language does not imply that
technical support is delivered in that language.
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m Localized administrative user interface (UI) and documentation. Support for
alanguage does not imply that the UI or product documentation has been
localized into that language. However, even without a localized UI, user-defined
portions of the UI such as pop-up notification messages on the endpoint can
still be localized into any language by entering the appropriate text in the UL

m Localized content. Keywords are used in a number of areas of the product,
including policy templates and data identifiers. Support for a language does
not imply that these keywords have been translated into that language. Users
may, however, add keywords in the new language through the Enforce Server
administration console.

m New file types, protocols, applications, or encodings. Support for a language
does not imply support for any new file types, protocols, applications, or
encodings that may be prevalent in that language or region other than what
is already supported in the product.

m Language-specific normalization. An example of normalization is to treat
accented and unaccented versions of a character as the same. The product
already performs a number of normalizations, including standard Unicode
normalization that should cover the vast majority of cases. However, it does
not mean that all potential normalizations are included.

m Region-specific normalization and validation. An example of this is the
awareness the product has of the format of North American phone numbers,
which allows it to treat different versions of a number as the same, and to
identify invalid numbers in EDM source files. Support for a language does not
imply this kind of functionality for that language or region.

Items in these excluded categories are tracked as individual product enhancements
on a language- or region-specific basis. Please contact Symantec Support for
additional information on language-related enhancements or plans for the
languages not listed.

See “About support for character sets, languages, and locales” on page 65.

Working with international characters

You can use a variety of languages in Symantec Data Loss Prevention, based on:

m The operating system-based character set installed on the computer from
which you view the Enforce Server administration console

m The capabilities of your browser

For example, an incident report on a scan of Russian-language data would contain
Cyrillic characters. To view that report, the computer and browser you use to
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access the Enforce Server administration console must be capable of displaying
these characters. Here are some general guidelines:

m If the computer you use to access the Enforce Server administration console
has an operating system localized for a particular language, you should be
able to view and use a character set that supports that language.

m If the operating system of the computer you use to access the administration
console is not localized for a particular language, you may need to add
supplemental language support. This supplemental language support is added
to the computer you use to access the administration console, not on the
Enforce Server.

m On a Windows system, you add supplemental language support using the
Control Panel > Regional and Language Options > Languages (tab) -
Supplemental Language Support to add fonts for some character sets.

m It may also be necessary to set your browser to accommodate the characters
you want to view and enter.

Note: The Enforce Server administration console supports UTF-8 encoded
data.

m On a Windows system, it may also be necessary to use the Languages -
Supplemental Language Support tab under Control Panel > Regional and
Language Options to add fonts for some character sets.

See the Symantec Data Loss Prevention Release Notes for known issues regarding
specific languages.

See “About support for character sets, languages, and locales” on page 65.

About Symantec Data Loss Prevention language packs

Language packs for Symantec Data Loss Prevention localize the product for a
particular language on Windows-based systems. After a language pack has been
added to Symantec Data Loss Prevention, administrators can specify it as the
system-wide default. If multiple language packs have been made available by the
administrator for use, individual users can choose the language they want to work
in.

See “Using a non-English language on the Enforce Server administration console”
on page 71.

Language pack selection results in the following:
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m Itslocale becomes available to administrators and end users in Enforce Server
Configuration screen.

m Enforce Server screens, menu items, commands, and messages appear in the
language.

m The Symantec Data Loss Prevention Help system may be displayed in the
language.

Language packs for Symantec Data Loss Prevention are available from Symantec
File Connect.

Caution: When you install a new version of Symantec Data Loss Prevention, any
language packs you have installed are deleted. For a new, localized version of
Symantec Data Loss Prevention, you must upgrade to a new version of the language
pack.

See “About locales” on page 70.

See “About support for character sets, languages, and locales” on page 65.

About locales

Alocale provides the following:
m Displays dates and numbers in formats appropriate for that locale.

m Sorts lists and reports based on text columns, such as "policy name" or "file
owner," alphabetically according to the rules of the locale.

Locales are installed as part of a language pack.

An administrator can also configure an additional locale for use by individual
users. This additional locale need only be supported by the required version of
Java.

For alist of these locales, see

http://www.oracle.com/technetwork/java/javase/javase7locales-334809.html.

The locale can be specified at product installation time, as described in the
Symantec Data Loss Prevention Installation Guide. It can also be configured at a
later time using the Language Pack Utility.

See “Using a non-English language on the Enforce Server administration console”
on page 71.

See “About support for character sets, languages, and locales” on page 65.
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Using a non-English language on the Enforce Server
administration console

The use of locales and languages is specified through the Enforce Server
administration console by the following roles:

m Symantec Data Loss Prevention administrator. Specifies that one of the
available languages be the default system-wide language and sets the locale.

m Individual Symantec Data Loss Prevention user. Chooses which of the available
locales to use.

Note: The addition of multiple language packs could slightly affect Enforce Server
performance, depending on the number of languages and customizations present.
This results because an additional set of indexes has to be built and maintained
for each language.

Warning: Do not modify the Oracle database NLS_LANGUAGE and
NLS_TERRITORY settings.

See “About Symantec Data Loss Prevention language packs” on page 69.
See “About locales” on page 70.

A Symantec Data Loss Prevention administrator specifies which of the available
languages is the default system-wide language.

To choose the default language for all users
1 OntheEnforce Server, go to System > Settings > General and click Configure.
The Edit General Settings screen is displayed.

2 Scroll to the Language section of the Edit General Settings screen, and click
the button next to the language you want to use as the system-wide default.

3 Click Save.

Individual Symantec Data Loss Prevention users can choose which of the available
languages and locales they want to use by updating their profiles.

See “Editing a user profile” on page 60.

Administrators can use the Language Pack Utility to update the available
languages.

See “Using the Language Pack Utility” on page 72.

See “About support for character sets, languages, and locales” on page 65.
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Note: If the Enforce Server runs on a Linux host, you must install language fonts
on the host machine using the Linux Package Manager application. Language font
packages begin with fonts-<language name>. For example,
fonts-japanese-0.20061016-4.el5.noarch

Using the Language Pack Utility

To make a specific locale available for Symantec Data Loss Prevention, you add
language packs through the Language Pack Utility.

You run the Language Pack Utility from the command line. Its executable,
LanguagePackUtility.exe, residesinthe \SymantecDLP\Protect\bin directory.

To use the Language Pack Utility, you must have Read, Write, and Execute
permissions on all of the \SymantecdLP folders and subfolders.

To display help for the utility, such as the list of valid options and their flags,
enter LanguagePackUtility without any flags.

Note: Running the Language Pack Utility causes the VontuManager and
VontulncidentPersister services to stop for as long as 20 seconds. Any users who
are logged on to the Enforce Server administration console will be logged out
automatically. When finished making its updates, the utility restarts the services
automatically, and users can log back on to the administration console.

Language packs for Symantec Data Loss Prevention can be obtained from Symantec
File Connect.
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To add a language pack (Windows)

1 Advise other users that anyone currently using the Enforce Server
administration console must save their work and log off.

2 Run the Language Pack Utility with the -a flag followed by the name of the
ZIP file for that language pack. Enter:

LanguagePackUtility -a filename

where filename is the fully qualified path and name of the language pack ZIP
file.

For example, if the Japanese language pack ZIP file is stored in c: \temp, add
it by entering:
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LanguagePackUtility -a c:\temp\Symantec DLP_12.0_Lang_Pack-JP.zip

To add multiple language packs during the same session, specify multiple
file names, separated by spaces, for example:

LanguagePackUtility -a
c:\temp\Symantec_DLP 12.0_ Lang Pack-TW.zip
Symantec DLP 12.0_Lang_Pack-CS.zip

3 Logon to the Enforce Server administration console and confirm that the
new language option is available on the Edit General Settings screen. To do
this, go to System > Settings > General > Configure > Edit General Settings.

To add a language pack (Linux)

1 Advise other users that anyone currently using the Enforce Server
administration console must save their work and log off.

2 Open a terminal session to the Enforce Server host and switch to the
DLP system account by running the following command:

su - DLP_system account
3  Run the following command:

DLP home/Protect/bin/LanguagePackUtility -a <path to language
pack zip file>

4  Log on to the Enforce Server administration console and confirm that the
new language option is available on the Edit General Settings screen. To do
this, go to System > Settings > General > Configure > Edit General Settings.
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To remove a language pack

1

Advise users that anyone currently using the Enforce Server administration
console must save their work and log off.

Run the Language Pack Utility with the -r flag followed by the Java locale
code of the language pack you want to remove. Enter:

LanguagePackUtility -r locale

where locale is a valid Java locale code corresponding to a Symantec Data
Loss Prevention language pack.

For example, to remove the French language pack enter:
LanguagePackUtility -r fr FR

To remove multiple language packs during the same session, specify multiple
file names, separated by spaces.

Log on to the Enforce Server administration console and confirm that the
language pack is no longer available on the Edit General Settings screen. To
do this, go to System > Settings > General > Configure > Edit General Settings.

Removing a language pack has the following effects:

m Users can no longer select the locale of the removed language pack for

individual use.

Note: If the locale of the language pack is supported by the version of Java
required for running Symantec Data Loss Prevention, the administrator can
later specify it as an alternate locale for any users who need it.

The locale reverts to the system-wide default configured by the administrator.

If the removed language was the system-wide default locale, the system locale
reverts to English.
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To change or add a locale

1 Advise users that anyone currently using the Enforce Server administration
console must save their work and log off.

2 Run the Language Pack Utility using the -c flag followed by the Java locale
code for the locale that you want to change or add. Enter:

LanguagePackUtility -c locale

where Jocale is a valid locale code recognized by Java, such as pt_pT for
Portuguese.

For example, to change the locale to Brazilian Portuguese enter:

LanguagePackUtility -c pt BR

3 Logon to the Enforce Server administration console and confirm that the
new alternate locale is now available on the Edit General Settings screen. To
do this, go to System > Settings > General > Configure > Edit General Settings.

If you specify a locale for which there is no language pack, "Translations
not available"appearsnexttothelocale name. This means that formatting
and sort order are appropriate for the locale, but the Enforce Server
administration console screens and online Help are not translated.

Note: Administrators can only make one additional locale available for users that
is not based on a previously installed Symantec Data Loss Prevention language
pack.

See “About support for character sets, languages, and locales” on page 65.
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services and settings

This chapter includes the following topics:

m About Enforce Server services

m About starting and stopping services on Windows

m Starting and stopping services on Linux

About Enforce Server services

The Symantec Data Loss Prevention services may need to be stopped and started
periodically. This section provides a brief description of each service and how to
start and stop the services on supported platforms.

The Symantec Data Loss Prevention services for the Enforce Server are described

in the following table:

Table 4-1 Services on the Enforce Server

Service Name

Description

Vontu Manager

Provides the centralized reporting and management services
for Symantec Data Loss Prevention.

Vontu Monitor Controller

Controls the detection servers (monitors).

Vontu Notifier

Provides the database notifications.

Vontu Incident Persister

Writes the incidents to the database.

Vontu Update

Installs the Symantec Data Loss Prevention system updates.
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See “About starting and stopping services on Windows” on page 80.

About starting and stopping services on Windows

The procedures for starting and stopping services vary according to installation
configurations and between Enforce and detection servers.

See “Starting an Enforce Server on Windows” on page 80.

See “Stopping an Enforce Server on Windows” on page 80.

See “Starting a Detection Server on Windows” on page 81.

See “Stopping a Detection Server on Windows” on page 81.

See “Starting services on single-tier Windows installations” on page 82.

See “Stopping services on single-tier Windows installations” on page 82.

Starting an Enforce Server on Windows

Use the following procedure to start the Symantec Data Loss Prevention services
on a Windows Enforce Server.

To start the Symantec Data Loss Prevention services on a Windows Enforce Server

1

On the computer that hosts the Enforce Server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

Before starting other Symantec Data Loss Prevention services, start the Vontu
Notifier service.

Start the remaining Symantec Data Loss Prevention services, including the
following services:

m Vontu Manager
m Vontu Incident Persister
m Vontu Update

m Vontu Monitor Controller

See “Stopping an Enforce Server on Windows” on page 80.

Stopping an Enforce Server on Windows

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Windows Enforce Server.
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To stop the Symantec Data Loss Prevention Services on a Windows Enforce Server

1

On the computer that hosts the Enforce Server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

From the Services menu, stop all running Symantec Data Loss Prevention
services, which might include the following services:

m Vontu Update

m Vontu Incident Persister
m Vontu Manager

m Vontu Monitor Controller

m Vontu Notifier

See “Starting an Enforce Server on Windows” on page 80.

Starting a Detection Server on Windows

To start the Symantec Data Loss Prevention services on a Windows detection server

1

On the computer that hosts the detection server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

Start the Symantec Data Loss Prevention services, which might include the
following services:

m Vontu Monitor

m Vontu Update

See “Stopping a Detection Server on Windows” on page 81.

Stopping a Detection Server on Windows

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Windows detection server.

To stop the Symantec Data Loss Prevention Services on a Windows detection server

1

On the computer that hosts the detection server, navigate to Start > All
Programs > Administrative Tools > Services to open the Windows Services
menu.

From the Services menu, stop all running Symantec Data Loss Prevention
services, which might include the following services:
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m Vontu Update

m Vontu Monitor

See “Starting a Detection Server on Windows” on page 81.

Starting services on single-tier Windows installations

Use the following procedure to start the Symantec Data Loss Prevention services
on a single-tier installation on Windows.

To start the Symantec Data Loss Prevention services on a single-tier Windows
installation

1

On the computer that hosts the Symantec Data Loss Prevention server
applications, navigate to Start > All Programs > Administrative Tools >
Services to open the Windows Services menu.

Before starting other Symantec Data Loss Prevention services, start the Vontu
Notifier service.

Start the remaining Symantec Data Loss Prevention services, which might
include the following services:

m Vontu Manager

m Vontu Monitor

m Vontu Incident Persister
m Vontu Update

m Vontu Monitor Controller

See “Stopping services on single-tier Windows installations” on page 82.

Stopping services on single-tier Windows installations

Use the following procedure to stop the Symantec Data Loss Prevention services
on a single-tier installation on Windows.

To stop the Symantec Data Loss Prevention services on a single-tier Windows
installation

1

On the computer that hosts the Symantec Data Loss Prevention server
applications, navigate to Start > All Programs > Administrative Tools >
Services to open the Windows Services menu.

From the Services menu, stop all running Symantec Data Loss Prevention
services, which might include the following services:

m Vontu Update
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m Vontu Incident Persister
m Vontu Manager

m Vontu Monitor Controller
m Vontu Notifier

m Vontu Monitor

See “Starting services on single-tier Windows installations” on page 82.

Starting and stopping services on Linux

The procedures for starting and stopping services vary according to installation
configurations and between Enforce and detection servers.

See “Starting an Enforce Server on Linux” on page 83.

See “Stopping an Enforce Server on Linux” on page 84.

See “Starting a detection server on Linux” on page 84.

See “Stopping a detection server on Linux” on page 84.

See “Starting services on single-tier Linux installations” on page 85.

See “Stopping services on single-tier Linux installations” on page 85.

Starting an Enforce Server on Linux

Use the following procedure to start the Symantec Data Loss Prevention services
on a Linux Enforce Server.

To start the Symantec Data Loss Prevention services on a Linux Enforce Server

1
2
3

On the computer that hosts the Enforce Server, log on as root.
Change directory to /opt/SymantecDLP/Protect/bin.

Before starting other Symantec Data Loss Prevention services, to start the
Vontu Notifier service, enter:

./VontuNotifier.sh start

To start the remaining Symantec Data Loss Prevention services, enter:

./VontuManager.sh start
./VontuIncidentPersister.sh start
./VontuUpdate.sh start
./VontuMonitorController.sh start
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See “Stopping an Enforce Server on Linux” on page 84.

Stopping an Enforce Server on Linux

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Linux Enforce Server.

To stop the Symantec Data Loss Prevention services on a Linux Enforce Server
1 On the computer that hosts the database, log on as root.
2 Change directory to /opt/SymantecDLP/Protect/bin.

3 Tostop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontulIncidentPersister.sh stop
./VontuManager.sh stop
./VontuMonitorController.sh stop

./VontuNotifier.sh stop

See “Starting an Enforce Server on Linux” on page 83.

Starting a detection server on Linux

Use the following procedure to start the Symantec Data Loss Prevention services
on a Linux detection server.

To start the Symantec Data Loss Prevention services on a Linux detection server
1 Onthe computer that hosts the Enforce Server, log on as root.
2 Change directory to /opt/SymantecDLP/Protect/bin.

3 Tostart the Symantec Data Loss Prevention services, enter:

./VontuMonitor.sh start

./VontuUpdate.sh start

See “Stopping a detection server on Linux” on page 84.

Stopping a detection server on Linux

Use the following procedure to stop the Symantec Data Loss Prevention services
on a Linux detection server.
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To stop the Symantec Data Loss Prevention services on a Linux detection server

1
2
3

On the computer that hosts the database, log on as root.
Change directory to /opt/SymantecDLP/Protect/bin.

To stop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontuMonitor.sh stop

See “Starting a detection server on Linux” on page 84.

Starting services on single-tier Linux installations

Use the following procedure to start the Symantec Data Loss Prevention services
on a single-tier installation on Linux.

To start the Symantec Data Loss Prevention services on a single-tier Linux

installation

1 Onthe computer that hosts the Symantec Data Loss Prevention server
applications, log on as root.

2 Change directory to /opt/SymantecDLP/Protect/bin.

3 Before starting other Symantec Data Loss Prevention services, to start the
Vontu Notifier service, enter:
./VontuNotifier.sh start

4  To start the remaining Symantec Data Loss Prevention services, enter:

./VontuManager.sh start
./VontuMonitor.sh start
./VontuIncidentPersister.sh start
./VontuUpdate.sh start

./VontuMonitorController.sh start

See “Stopping services on single-tier Linux installations” on page 85.

Stopping services on single-tier Linux installations

Use the following procedure to stop the Symantec Data Loss Prevention services
on a single-tier installation on Linux.
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To stop the Symantec Data Loss Prevention services on a single-tier Linux
installation

1 Onthe computer that hosts the Symantec Data Loss Prevention servers, log
on as root.

2 Change directory to /opt/SymantecDLP/Protect/bin.

3 Tostop all running Symantec Data Loss Prevention services, enter:

./VontuUpdate.sh stop
./VontulIncidentPersister.sh stop
./VontuManager.sh stop
./VontuMonitor.sh stop
./VontuMonitorController.sh stop

./VontuNotifier.sh stop

See “Starting services on single-tier Linux installations” on page 85.
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This chapter includes the following topics:

m About role-based access control

m About authenticating users

m About configuring roles and users

m About recommended roles for your organization
m Roles included with solution packs

m Configuring roles

m Configuring user accounts

m Configuring password enforcement settings

m Resetting the Administrator password

m Manage and add roles

m Manage and add users

m Integrating Active Directory for user authentication

m About configuring certificate authentication

About role-based access control

Symantec Data Loss Prevention provides role-based access control to govern how
users access product features and functionality. For example, a role might let
users view reports, but prevent users from creating policies or deleting incidents.
Or, a role might let users author policy response rules but not detection rules.
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Roles determine what a user can see and do in the Enforce Server administration
console. For example, the Report role is a specific role that is included in most
Symantec Data Loss Prevention solution packs. Users in the Report role can view
incidents and create policies, and configure Discover targets (if you are running
a Discover Server). However, users in the Report role cannot create Exact Data or
Document Profiles. Also, users in the Report role cannot perform system
administration tasks. When a user logs on to the system in the Report role, the
Manage > Data Profiles and the System > Login Management modules in the
Enforce Server administration console are not visible to this user.

You can assign a user to more than one role. Membership in multiple roles allows
a user to perform different kinds of work in the system. For example, you grant
the information security manager user (InfoSec Manager) membership in two
roles: ISR (information security first responder) and ISM (information security
manager). The InfoSec Manager can log on to the system as either a first responder
(ISR) or amanager (ISM), depending on the task(s) to perform. The InfoSec Manager
only sees the Enforce Server components appropriate for those tasks.

You can also combine roles and policy groups to limit the policies and detection
servers that a user can configure. For example, you associate a role with the
European Office policy group. This role grants access to the policies that are
designed only for the European office.

See “Policy deployment” on page 332.

Users who are assigned to multiple roles must specify the desired role at log on.
Consider an example where you assign the user named "User01" to two roles,
"Report” and "System Admin." If "User01" wanted to log on to the system to
administer the system, the user would log on with the following syntax: Login:
System Admin\User0O1l

See “Logging on and off the Enforce Server administration console” on page 57.

The Administrator user (created during installation) has access to every part of
the system and therefore is not a member of any access-control role.

See “About the administrator account” on page 58.

About authenticating users

Symantec Data Loss Prevention provides the following options for authenticating
users to the Enforce Server administration console:
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Table 5-1 Enforce Server authentication mechanisms
Authentication | Sign-on mechanism |Description
mechanism
Password Forms-based sign-on With password authentication, the Enforce Server administration
authentication console authenticates each user by determining if the supplied user

name and password combination matches an active user account in
the Enforce Server configuration. An active user account is
authenticated if it has been assigned a valid role.

When using this authentication mechanism, users enter their
credentials into the Enforce Server administration console's logon
page and submit them over an HTTPS connection to the Tomcat
container that hosts the administration console.

With password authentication, you must configure the user name and
password of each user account directly in the Enforce Server
administration console. You must also ensure that each user account
has at least one assigned role.

See “Manage and add users” on page 108.

Active Directory
authentication

Forms-based sign-on

With Microsoft Active Directory authentication, the Enforce Server
administration console first evaluates a supplied user name to
determine if the name exists in a configured Active Directory server.
If the user name exists in Active Directory, the supplied password for
the user is evaluated against the Active Directory password. Any
password configured in the Enforce Server configuration is ignored.

With Active Directory authentication, you must configure a user
account for each Active Directory user in the Enforce Server
administration console. You do not have to enter a password for an
Active Directory user account. You can switch to Active Directory
authentication after you have already created user accounts in the
system. However, only those existing user names that match Active
Directory user names remain valid after the switch.

Note: The Administrator user can log in to the Enforce Server
administration console using the Enforce Server system account
password that you created during installation.

See “Verifying the Active Directory connection” on page 112.
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Table 5-1 Enforce Server authentication mechanisms (continued)
Authentication | Sign-on mechanism |Description
mechanism
SPC Single sign-on from SPC | You can optionally integrate the Enforce Server with a single Symantec
authentication console Protection Center (SPC) instance. With SPC integration, a user first

logs into the SPC console, and may then access the Enforce Server
administration console from within the SPC interface. When the user
requests the administration console option, the SPC console delivers
the user name or user name and role of an Enforce Server
administration console user over a trusted connection. The SPC
administrator can map all SPC users to a single Enforce Server user
account, can map different SPC users to different Enforce Server user
accounts.

The Administration Console authenticates that the request originates
from the registered SPC instance. It also verifies that the requested
Enforce Server user account is active and has a valid role in the Enforce
Server configuration. If SPC is configured to log on using a specific
user name and role combination, the Enforce Server validates that
the requested role is assigned to the active user account.

To use SPC-integrated single sign-on, you must first enable SPC
authentication on the Enforce Server and register an SPC instance
with the Enforce Server administration console. You then map each
SPC user to a user account in the Enforce Server configuration. It is
possible to map multiple SPC users to a single Enforce Server user
account. You can also specify Enforce Server user account and role
combinations, or accept the default role assigned to the account in
the Enforce Server configuration.

See “About Enforce Server integration with SPC” on page 176.

See “Manage and add users” on page 108.
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Table 5-1 Enforce Server authentication mechanisms (continued)
Authentication | Sign-on mechanism |Description
mechanism
Certificate Single sign-on from Certificate authentication enables a user to automatically log on to
authentication Public Key the Enforce Server administration console using an X.509 client

Infrastructure (PKI)

certificate that is generated by your public key infrastructure (PKI).
To use certificate-based single sign-on, you must first enable certificate
authentication in the Enforce Server.

See “Configuring certificate authentication for the Enforce Server
administration console” on page 117.

The client certificate must be delivered to the Enforce Server when a
client's browser performs the SSL handshake with the Enforce Server
administration console. For example, you might use a smart card
reader and middleware with your browser to automatically present a
certificate to the Enforce Server. Or, you might obtain an X.509
certificate from a certificate authority and upload the certificate to a
browser that is configured to send the certificate to the Enforce Server.

When a user accesses the Enforce Server administration console, the
PKI automatically delivers the user's certificate to the Tomcat
container that hosts the administration console. The Tomcat container
validates the client certificate using the certificate authorities that
you have configured in the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust
store” on page 119.

The Enforce Server administration console uses the validated
certificate to determine whether the certificate has been revoked.

See “About certificate revocation checks” on page 123.

If the certificate is valid and has not been revoked, then the Enforce
Server uses the common name (CN) in the certificate to determine if
that CN is mapped to an active user account with a role in the Enforce
Server configuration. For each user that will access the Enforce Server
administration console using certificate-based single sign-on, you
must create a user account in the Enforce Server that defines the
corresponding user's CN value. You must also assign one or more valid
roles to the user account.

See “Manage and add users” on page 108.

When you install the Enforce Server, the installer prompts you to select the
authentication mechanism to use. Password authentication is the default

mechanism used with Symantec Data Loss Prevention, and you can use password
authentication even if you also use SPC authentication or certificate authentication.
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If you use certificate authentication, you can optionally disable password
authentication to rely on your PKI for all access to the Enforce Server
administration console.

If you upgrade from an earlier version of Symantec Data Loss Prevention, you
can enable SPC authentication or certificate authentication using manual
procedures.

About configuring roles and users

When you install the Enforce Server, you create a default Administrator user that
has access to all roles. If you import a solution pack to the Enforce Server, the
solution pack includes several roles and users to get you started.

See “About the administrator account” on page 58.

You may want to add roles and users to the Enforce Server. When adding roles
and users, consider the following guidelines:

m Understand the roles necessary for your business users and for the information
security requirements and procedures of your organization.
See “About recommended roles for your organization” on page 92.

m Review theroles that created when you installed a solution pack. You can likely
use several of them (or modified versions of them) for users in your
organization.

See “Roles included with solution packs” on page 94.

m Ifnecessary, modify the solution-pack roles and create any required new roles.
See “Configuring roles” on page 95.

m Create users and assign each of them to one or more roles.
See “Configuring user accounts” on page 103.

m Manage roles and users and remove those not being used.
See “Manage and add roles” on page 108.
See “Manage and add users” on page 108.

About recommended roles for your organization

To determine the most useful roles for your organization, review your business
processes and security requirements.

Most businesses and organizations find the following roles fundamental when
they implement the Symantec Data Loss Prevention system:

m System Administrator
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This role provides access to the System module and associated menu options
in the Enforce Server administration console. Users in this role can monitor
and manage the Enforce Server and detection servers(s). Users in this role can
also deploy detection servers and run Network Discover scans. However, users
in this role cannot view detailed incident information or author policies. All
solution packs create a "Sys Admin" role that has system administrator
privileges.

User Administrator

This role grants users the right to manage users and roles. Typically this role
grants no other access or privileges. Because of the potential for misuse, it is
recommended that no more than two people in the organization be assigned
this role (primary and backup).

Policy Admininistrator

This role grants users the right to manage policies and response rules. Typically
this role grants no other access or privileges. Because of the potential for
misuse, it is recommended that no more than two people in the organization
be assigned this role (primary and backup).

Policy Author

This role provides access to the Policies module and associated menu options
in the Enforce Server administration console. This role is suited for information
security managers who track incidents and respond to risk trends. An
information security manager can author new policies or modifying existing
policies to prevent data loss. All solution packs create an "InfoSec Manager"
(ISM) role that has policy authoring privileges.

Incident Responder

This role provides access to the Incidents module and associated menu options
in the Enforce Server administration console. Users in this role can track and
remediates incidents. Businesses often have at least two incident responder
roles that provide two levels of privileges for viewing and responding to
incidents.

A first-level responder may view generic incident information, but cannot
access incident details (such as sender or recipient identity). In addition, a
first-level responder may also perform some incident remediation, such as
escalating an incident or informing the violator of corporate security policies.
A second-level responder might be escalation responder who has the ability
to view incident details and edit custom attributes. A third-level responder
might be an investigation responder who can create response rules, author
policies, and create policy groups.

All solution packs create an "InfoSec Responder” (ISR) role. This role serves
as afirst-level responder. You can use the ISM (InfoSec Manager) role to provide
second-level responder access.
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Your business probably requires variations on these roles, as well as other roles.
For more ideas about these and other possible roles, see the descriptions of the
roles that are imported with solution packs.

See “Roles included with solution packs” on page 94.

Roles included with solution packs

The various solution packs offered with Symantec Data Loss Prevention create
roles and users when installed. For all solution packs there is a standard set of
roles and users. You may see some variation in those roles and users, depending
on the solution pack you import.

The following table summarizes the Financial Services Solution Pack roles. These
roles are largely the same as the roles that are found in other Symantec Data Loss
Prevention solution packs.

See Table 5-2 on page 94.

Table 5-2 Financial Services Solution Pack roles
Role Name Description
Compliance Compliance Officer:

m Usersinthisrole can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

m This comprehensive role provides users with privileges to ensure
that compliance regulations are met. It also allows users to
develop strategies for risk reduction at a business unit (BU) level,
and view incident trends and risk scorecards.

Exec Executive:

m Usersin thisrole can view, remediate, and delete incidents; look
up attributes; and view all custom attributes.

m This role provides users with access privileges to prevent data
loss risk at the macro level. Users in this role can review the risk
trends and performance metrics, as well as incident dashboards.

HRM HR Manager:

m Usersin thisrole can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

m Thisrole provides users with access privileges to respond to the
security incidents that are related to employee breaches.




Table 5-2

Managing roles and users
Configuring roles

Financial Services Solution Pack roles (continued)

Role Name

Description

Investigator

Incident Investigator:

m Usersin this role can view, remediate, and delete incidents; look
up attributes; and edit all custom attributes.

m Thisrole provides users with access privileges to research details
of incidents, including forwarding incidents to forensics. Users
in this role may also investigate specific employees.

ISM

InfoSec Manager:

m Usersinthisrole can view, remediate, and delete incidents. They
can look up attributes, edit all custom attributes, author all
policies and policy groups, and author response rules.

m This role provides users with second-level incident response
privileges. Users can manage escalated incidents within
information security team.

ISR

InfoSec Responder:

m Usersin thisrole can view, remediate, and delete incidents; look
up attributes; and view or edit some custom attributes. They
have no access to sender or recipient identity details.

m This role provides users with first-level incident response
privileges. Users can view policy incidents, find broken business
processes, and enlist the support of the extended remediation
team to remediate incidents.

Report

Reporting and Policy Authoring:

m Users in this role can view and remediate incidents, and author
all policies and policy groups. They have no access to incident
details.

m This role provides a single role for policy authoring and data
loss risk management.

Sys Admin

System administrator:

m Users in this role can administer the system and the system
users, and can view incidents. They have no access to incident
details.

Configuring roles

Each Symantec Data Loss Prevention user is assigned to one or more roles that
define the privileges and rights that user has within the system. A user’s role
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determines system administration privileges, policy authoring rights, incident
access, and more. If a user is a member of multiple roles, the user must specify
the role when logging on, for example: Login: Sys Admin/sysadmin01.

See “About role-based access control” on page 87.

See “About configuring roles and users” on page 92.

To configure a role

1 Navigate to the System > Login Management > Roles screen.
2 Click AddRole.

The Configure Role screen appears, displaying the following tabs: General,
Incident Access, Policy Management, and Users.

3 Inthe General tab:

m Enter a unique Name for the role. The name field is case-sensitive and is
limited to 30 characters. The name you enter should be short and
self-describing. Use the Description field to annotate the role name and
explain its purpose in more details. The role name and description appear
in the Role List screen.

m In the User Privileges section, you grant user privileges for the role.
System privileges(s):

User Select the User Administration option to enable users to
Administration create additional roles and users in the Enforce Server.
(Superuser)

Server Select the Server Administration option to enable users to

Administration perform the following functions:
m Configure detection servers.
m Create and manage Data Profiles for Exact Data Matching
(EDM), Indexed Document Matching (IDM), and Vector
Machine Learning (VML).
Configure and assign incident attributes.
Configure system settings.
Configure response rules.
Create policy groups.
Configure recognition protocols.

View system event and traffic reports.

Symantec Select the Symantec Protection Center Registration option
Protection to allow users to integrate Symantec Data Loss Prevention
Center with Symantec Protection Center (SPC).

Registration See “About Symantec Protection Center (SPC)” on page 175.
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People privilege:

User Select the User Reporting option to enable users to view the user
Reporting risk summary.

(Risk
Summary,
User
Snapshot) See “About user risk” on page 1009.

Note: The Incident > View privilege is automatically enabled for all
incident types for users with the User Reporting privilege.

In the Incidents section, you grant users in this role the following incident
privilege(s). These settings apply to all incident reports in the system,
including the Executive Summary, Incident Summary, Incident List, and
Incident Snapshots.

View Select the View option to enable users in this role to view
policy violation incidents.

You can customize incident viewing access by selecting various

Actions and Display Attribute options as follows:

m By default the View option is enabled (selected) for all types
of incidents: Network Incidents, Discover Incidents,
Endpoint Incidents, Mobile Incidents, and Classification
Events.

m To restrict viewing access to only certain incident types,
select (highlight) the type of incident you want to authorize
this role to view. (Hold down the Ctrl key to make multiple
selections.) If a role does not allow a user to view part of
an incident report, the option is replaced with "Not
Authorized" or is blank.

Note: If you revoke an incident-viewing privilege for a role,
the system deletes any saved reports for that role that rely on
the revoked privilege. For example, if you revoke (deselect)
the privilege to view network incidents, the system deletes
any saved network incident reports associated with the role.
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Actions

Select among the following Actions to customize the actions

a user can perform when an incident occurs:

Remediate Incidents

This privilege lets users change the status or severity of
an incident, set a data owner, add a comment to the
incident history, set the Do Not Archive and Allow Archive
options, and execute response rule actions. In addition, if
you are using the Incident Reporting and Update API, select
this privilege to remediate the location and status
attributes.

Smart Response Rules to execute

You specify which Smart Response Rules that can be
executed on a per role basis. Configured Smart Response
Rules are listed in the "Available" column on the left. To
expose a Smart Response Rule for execution by a user of
this role, select it and click the arrow to add it to the
right-side column. Use the CTRL key to select multiple
rules.

Perform attribute lookup

Lets users look up incident attributes from external sources
and populate their values for incident remediation.
Delete incidents

Lets users delete an incident.

Archive incidents

Lets users archive an incident.

Restore archived incidents

Lets users restore previously archived incidents.

Export Web archive

Lets users export a report that the system compiles from
a Web archive of incidents.

Export XML

Lets users export a report of incidents in XML format.
Email incident report as CSV attachment

Lets users email as an attachment a report containing a
comma-separated listing of incident details.
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Incident Select among the following user privileges to enable access
Reportingand  for Web Services clients that use the Incident Reporting and
Update API Update API or the deprecated Reporting API:

m Incident Reporting
Enables Web Services clients to retrieve incident details.
m Incident Update
Enables Web Services clients to update incident details.
(Does not apply to clients that use the deprecated Reporting
APL)

See the Symantec Data Loss Prevention Incident Reporting and
Update API Developers Guide for more information.
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Display
Attributes

Select among the following Display Attributes to customize
what attributes appear in the Incidents view for the policy
violations that users of the role can view.

Shared attributes are common to all types of incidents:

Matches

The highlighted text of the message that violated the policy
appears on the Matches tab of the Incident Snapshot
screen.

History

The incident history.

Body

The body of the message.

Attachments

The names of any attachments or files.

Sender

The message sender.

Recipients

The message recipients.

Subject

The subject of the message.

Original Message

Controls whether or not the original message that caused
the policy violation incident can be viewed.

Note: To view an attachment properly, both the "Attachment"
and the "Original Message" options must be checked.

Endpoint attributes are specific to Endpoint incidents:

Username
The name of the Endpoint user.
Machine name

The name of the computer where the Endpoint Agent is
installed.

Discover attributes are specific to Discover incidents:

File Owner

The name of the owner of the file being scanned.
Location

The location of the file being scanned.
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The Custom Attributes list includes all of the custom

attributes configured by your system administrator, if any.

m Select View All if you want users to be able to view all
custom attribute values.

m  Select Edit All if you want users to edit all custom attribute
values.

m Torestrict the users to certain custom attributes, clear the
View All and Edit All check boxes and individually select
the View and/or Edit check box for each custom attribute
you want viewable or editable.

Note: If you select Edit for any custom attribute, the View
check box is automatically selected (indicated by being grayed
out). If you want the users in this role to be able to view all
custom attribute values, select View All.

m In the Discover section, you grant users in this role the following

privileges:

Folder Risk
Reporting

Content Root
Enumeration

In the Incident Access tab, configure any conditions (filters) on the types of

This privilege lets users view Folder Risk Reports. Refer to the
Symantec Data Loss Prevention Data Insight Implementation
Guide.

Note: This privilege is only available for Symantec Data Loss
Prevention Data Insight licenses.

This prvilege lets users configure and run Content Root
Enumeration scans. For more information about Content Root
Enumeration scans, See “Working with Content Root
Enumeration scans” on page 1179.

incidents that users in this role can view.

Note: You must select the View option on the General tab for settings on the
Incident Access tab to have any effect.

To add an Incident Access condition:

m Click Add Condition.

m Select the type of condition and its parameters from left to right, as if
writing a sentence. (Note that the first drop-down list in a condition

contains the alphabetized system-provided conditions that are associated

with any custom attributes.)
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For example, select Policy Group from the first drop-down list, select Is
Any Of from the second list, and then select Default Policy Group from
the final listbox. These settings would limit users to viewing only those
incidents that the default policy group detected.

5 Inthe Policy Management tab, select one of the following policy privileges
for the role:

Author Policies

This role privilege lets users add, edit, and delete policies within the policy
groups that are selected.

It also lets users modify system data identifiers, and create custom data
identifiers.

It also lets users create and modify User Groups.

This privilege does not let users create or manage Data Profiles. This
activity requires Enforce Server administrator privileges.

Discover Scan Control
Lets the users in this role create Discover targets, run scans, and view
Discover Servers.

Credential Management
Lets users create and modify the credentials that the system requires to
access target systems and perform Discover scans.

Policy Groups

Select All Policy Groups only if users in this role need access to all existing
policy groups and any that will be created in the future.

Otherwise you can select individual policy groups or the Default Policy
Group.

Note: These options do not grant the right to create, modify, or delete
policy groups. Only the users whose role includes the Server
Administration privilege can work with policy groups.

Author Response Rules
Enables users in this role to create, edit, and delete response rules.

Note: Users cannot edit or author response rules for policy remediation
unless you select the Author Response Rules option.
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Note: Preventing users from authoring response rules does not prevent them
from executing response rules. For example, a user with no response-rule
authoring privileges can still execute smart response rules from an incident
list or incident snapshot.

In the Users tab, select any users to which to assign this role. If you have not
yet configured any users, you can assign users to roles after you create the
users.

Click Save to save your newly created role to the Enforce Server database.

Configuring user accounts

User accounts are the means by which users log onto the system and perform
tasks. The role that the user account belongs to limits what the user can do in the
system.

To configure a user account:

1

In the Enforce Server Administration Console, select System > Login
Management > DLP Users to create a new user account or to reconfigure an
existing user account. Or, click Profile to reconfigure the user account to
which you are currently logged on.

Click Add User to add a new user, or click the name of an existing user to
modify that user's configuration.

Enter a name for a new user account in the Name field.

m The user account name must be between 8 and 30 characters long, is
case-sensitive , and cannot contain backslashes (\).

m If you use certificate authentication, the Name field value does not have
to match the user's Common Name (CN). However, you may choose to use
the same value for both the Name and Common Name (CN) so that you
can easily locate the configuration for a specific CN. The Enforce Server
administration console shows only the Name field value in the list of
configured users.

m If you are using Active Directory authentication, the user account name
must match the name of the Active Directory user account. Note that all
Symantec Data Loss Prevention user names are case-sensitive, even though
Active Directory user names are not. Active Directory users will need to
enter the case-sensitive account name when logging onto the Enforce
Server administration console.

See “Integrating Active Directory for user authentication” on page 109.
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Option

Use Password
authentication

4  Configure the Authentication section of the Configure User page as follows:

Instructions

Select this option to use password authentication and allow the user to sign on using the Enforce
Server administration console log on page. This option is required if the user account will be
used for a Reporting API Web Service client.

If you select this option, also enter the user password in the Password and the Re-enter
Password fields. The password must be at least eight characters long and is case-sensitive. For
security purposes, the password is obfuscated and each character appears as an asterisk.

If you configure advanced password settings, the user must specify a strong password. In
addition, the password may expire at a certain date and the user has to define a new one
periodically.

See “Configuring password enforcement settings” on page 106.

You can choose password authentication even if you also use SPC authentication or certificate
authentication. If you use certificate authentication, you can optionally disable sign on from
the Enforce Server administration console log on page.

See “Disabling password authentication and forms-based log on” on page 130.

Symantec Data Loss Prevention authenticates all Reporting API clients using password
authentication. If you configure Symantec Data Loss Prevention to use certificate authentication,
any user account that is used to access the Reporting API Web Service must have a valid
password. See the Symantec Data Loss Prevention Reporting API Developers Guide.

Note: If you configure Active Directory integration with the Enforce Server, users authenticate
using their Active Directory passwords. In this case the password field does not appear on the
Users screen.

See “Integrating Active Directory for user authentication” on page 109.
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Instructions

Select this option to use certificate authentication and allow the user to automatically single
sign-on with a certificate that is generated by a separate Private Key Infrastructure (PKI). This
option is available only if you have configured certificate authentication during the Symantec
Data Loss Prevention installation, or you have manually configured support for certificate
authentication.

See “About authenticating users” on page 88.
See “About configuring certificate authentication” on page 114.

If you select this option, you must specify the common name (CN) value for the user in the
Common Name (CN) field. The CN value appears in the Subject field of the user's certificate,
which is generated by the PKI. Common names generally use the format, first name

last name identification number.

The Enforce Server uses the CN value to map the certificate to this user account. If an
authenticated certificate contains the specified CN value, all other attributes of this user account,
such as the default role and reporting preferences, are applied when the user logs on.

Note: You cannot specify the same Common Name (CN) value in multiple Enforce Server user
accounts.

Select this option to lock the user out of the Enforce Server administration console. This option
disables access for the user account regardless of which authentication mechanism you use.

For security, after a certain number of consecutive failed logon attempts, the system
automatically disables the account and locks out the user. In this case the Account Disabled
option is checked. To reinstate the user account and allow the user to log on to the system, clear
this option by unchecking it.

5 Optionally enter an Email Address and select a Language for the user in the
General section of the page. The Language selection depends on the language
pack(s) you have installed.

6 In the Report Preferences section of the Users screen you specify the
preferences for how this user is to receive incident reports, including Text
File Encoding and CSV Delimiter.

If the role grants the privilege for XML Export, you can select to include
incident violations and incident history in the XML export.

7 Inthe Roles section, select the roles that are available to this user to assign
data and incident access privileges.

You must assign the user at least one role to access the Enforce Server
administration console.

See “Configuring roles” on page 95.
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8 Select the Default Role to assign to this user at log on.

The default role is applied if no specific role is requested when the user logs
on.

For example, the Enforce Server administration console uses the default role
if the user uses single sign-on with certificate authentication or uses the
logon page. With SPC authentication, you can specify the exact role to request
at log on time, in which case the default role is ignored.

Note: Individual users can change their default role by clicking Profile and
selecting a different option from the Default Role menu. The new default
role is applied at the next logon.

See “About authenticating users” on page 88.

9 Click Save to save the user configuration.

Note: Once you have saved a new user, you cannot edit the user name.

10 Manage users and roles as necessary.
See “Manage and add roles” on page 108.

See “Manage and add users” on page 108.

Configuring password enforcement settings

At the Systems > Settings > General screen you can require users to use strong
passwords. Strong passwords must contain at least eight characters, at least one
number, and at least one uppercase letter. Strong passwords cannot have more
than two repeated characters in a row. If you enable strong passwords, the effect
is system-wide. Existing users without a strong password must update their profiles
at next logon.

You can also require users to change their passwords at regular intervals. In this
case at the end of the interval you specify, the system forces users to create a new
password.

If you use Active Directory authentication, these password settings only apply to
the Administrator password. All other user account passwords are derived from
Active Directory.

See “Integrating Active Directory for user authentication” on page 109.
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To configure advanced authentication settings
1 Go to System > Settings > General and click Configure.

2 Torequire strong passwords, locate the Password Enforcement section and
select Require Strong Passwords.

Symantec Data Loss Prevention prompts existing users who do not have
strong passwords to create one at next logon.

3 To set the period for which passwords remain valid, type a number
(representing the number of days) in the Password Rotation Period field.

To let passwords remain valid forever, type o (the character for zero).

Resetting the Administrator password

Symantec Data Loss Prevention provides the AdminPasswordReset utility to reset
the Administrator's password. There is no method to recover a lost password, but
you can use this utility to assign a new password. You can also use this utility if
certificate authentication mechanisms are disabled and you have not yet defined
a password for the Administrator account.

To use the AdminPasswordRreset utility, you must specify the password to the
Enforce Server database. Use the following procedure to reset the password.

To reset the Administrator password for forms-based log on

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

2 Change directory to the /opt/symantecDLP/Protect/bin (Linux) or
c:\SymantecDLP\Protect\bin (Windows) directory. If you installed Symantec
Data Loss Prevention into a different directory, substitute the correct path.

3 Execute the AdminPasswordreset utility using the following syntax:
AdminPasswordReset -dbpass oracle password -newpass new_administrator password

Replace oracle_password with the password to the Enforce Server database,
and replace new_administrator_password with the password you want to set.
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Manage and add roles

The System > Login Management > Roles screen displays an alphabetical list of
the roles that are defined for your organization.

Roles listed on this screen display the following information:

Name - The name of the role

Description - A brief description of the role

Assuming that you have the appropriate privileges, you can view, add, modify, or
delete roles as follows:

Add a new role, or modify an existing one.

Click Add Role to begin adding a new role to the system.

Click anywhere in a row or the pencil icon (far right) to modify that role
See “Configuring roles” on page 95.

Click the red X icon (far right) to delete the role; a dialog box confirms the
deletion.

Before editing or deleting roles, note the following guidelines:

If you change the privileges for a role, users in that role who are currently

logged on to the system are not affected. For example, if you remove the Edit
privilege for arole, users currently logged on retain permission to edit custom
attributes for that session. However, the next time users log on, the changes
to that role take effect, and those users can no longer edit custom attributes.

If you revoke an incident-viewing privilege for a role, the Enforce Server
automatically deletes any saved reports that rely on the revoked privilege. For
example, if you revoke the privilege to view network incidents, the system
deletes any saved network incident reports associated with the newly restricted
role.

Before you can delete a role, you must make sure there are no users associated
with the role.

When you delete a role, you delete all shared saved reports that a user in that
role saved.

See “Manage and add users” on page 108.

Manage and add users

The System > Login Management > DLP Users screen lists all the active user
accounts in the system.

For each user account listed, the following information is listed:
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m User Name - The name the user enters to log on to the Enforce Server
m Email - The email address of the user
m Access - The role(s) in which the user is a member

Assuming that you have the appropriate privileges, you can add, edit, or delete
user accounts as follows:

m Add a new user account, or modify an existing one.
Click Add to begin adding a new user to the system.

Click anywhere in arow or the pencil icon (far right) to view and edit that user
account.

See “Configuring user accounts” on page 103.

m ClicktheredXicon (far right) to delete the user account; a dialog box confirms
the deletion.

Note: The Administrator account is created on install and cannot be removed
from the system.

Note: When you delete a user account, you also delete all private saved reports
that are associated with that user.

See “Manage and add roles” on page 108.

Integrating Active Directory for user authentication

You can configure the Enforce Server to use Microsoft Active Directory for user
authentication.

After you switch to Active Directory authentication, you must still define users
in the Enforce Server administration console. If the user names you enter in the
Administration Console match Active Directory users, the system associates any
new user accounts with Active Directory passwords. You can switch to Active
Directory authentication after you have already created user accounts in the
system. Only those existing user names that match Active Directory user names
remain valid after the switch.

Users must use their Active Directory passwords when they log on. Note that all
Symantec Data Loss Prevention user names remain case sensitive, even though
Active Directory user names are not. You can switch to Active Directory
authentication after already having created user names in Symantec Data Loss



110 | Managing roles and users

Integrating Active Directory for user authentication

Prevention. However, users still have to use the case-sensitive Symantec Data
Loss Prevention user name when they log on.

To use Active Directory authentication

1

Verify that the Enforce Server host is time-synchronized with the Active
Directory server.

Note: Ensure that the clock on the Active Directory host is synched to within
five minutes of the clock on the Enforce Server host.

(Linux only) Make sure that the following Red Hat RPMs are installed on the
Enforce Server host:

B krb5-workstation
B krb5-1libs
B pam krbb5

Create the krb5.1ini (or krb5.conf for Linux) configuration file that gives
the Enforce Server information about your Active Directory domain structure
and Active Directory server addresses.

See “Creating the configuration file for Active Directory integration”
on page 110.

Confirm that the Enforce Server can communicate with the Active Directory
server.

See “Verifying the Active Directory connection” on page 112.

Configure Symantec Data Loss Prevention to use Active Directory
authentication.

See “Configuring the Enforce Server for Active Directory authentication”
on page 113.

Creating the configuration file for Active Directory integration

You must create a krb5. ini configuration file (or krb5.conf on Linux) to give
Symantec Data Loss Prevention information about your Active Directory domain
structure and server locations. This step is required if you have more than one
Active Directory domain. However, even if your Active Directory structure includes
only one domain, it is still recommended to create this file. The kinit utility uses
this file to confirm that Symantec Data Loss Prevention can communicate with
the Active Directory server.
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Note: If you are running Symantec Data Loss Prevention on Linux, verify the
Active Directory connection using the kinit utility. You must rename the krb5.ini
file as krb5. conf. The kinit utility requires the file to be named krb5.conf on
Linux. Symantec Data Loss Prevention assumes that you use kinit to verify the
Active Directory connection, and directs you to rename the file as krb5.conf.

Symantec Data Loss Prevention provides a sample krb5.ini file that you can
modify for use with your own system. The sample file is stored in
SymantecDLP\Protect\config (for example, \SymantecDLP\Protect\config on
Windows or /opt/Vontu/Protect/configon Linux). If you are running Symantec
Data Loss Prevention on Linux, Symantec recommends renaming the file to
krb5.conf. The sample file, which is divided into two sections, looks like this:

[libdefaults]
default realm = TEST.LAB
[realms]
ENG.COMPANY.COM = ({
kdc = engAD.eng.company.com

}
MARK.COMPANY.COM = {

kdc = markAD.eng.company.com
}
QA .COMPANY.COM = {

kdc = gaAD.eng.company.com

}

The [1ibdefaults] section identifies the default domain. (Note that Kerberos
realms correspond to Active Directory domains.) The [realms] section defines
an Active Directory server for each domain. In the previous example, the Active
Directory server for ENG.COMPANY.COM is engAD.eng.company.com.

To create the krb5.ini or krb5.conf file

1 Goto SymantecDLP\Protect\config and locate the sample krb5.ini file.
For example, locate the file in \ SymantecDLP\Protect\config (on Windows)
or /opt/Vontu/Protect/config (on Linux).

2 Copy the sample xrb5.ini file to the c:\windows directory (on Windows) or
the /etc directory (on Linux). If you are running Symantec Data Loss
Prevention on Linux, plan to verify the Active Directory connection using
the kinit command-line tool. Rename the file as krb5.conf.

See “Verifying the Active Directory connection” on page 112.

3 Openthe krb5.ini Or krb5.conf file in a text editor.
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4  Replace the sample default realm value with the fully qualified name of
your default domain. (The value for default realmmustbe all capital letters.)
For example, modify the value to look like the following:

default realm = MYDOMAIN.LAB

5 Replace the other sample domain names with the names of your actual
domains. (Domain names must be all capital letters.) For example, replace
ENG.COMPANY . COM With ADOMATIN . COMPANY . COM.

6 Replace the sample kdc values with the host names or IP addresses of your
Active Directory servers. (Be sure to follow the specified format, in which
opening brackets are followed immediately by line breaks.) For example,
replace engAD.eng.company.com with ADserver. eng.company.com, and so
on.

7 Remove any unused kdc entries from the configuration file. For example, if
you have only two domains besides the default domain, delete the unused
kdc entry.

8 Save the file.

Verifying the Active Directory connection

kinit is a command-line tool you can use to confirm that the Active Directory
server responds to requests. It also verifies that the Enforce Server has access to
the Active Directory server. For Microsoft Windows installations, the utility is
installed by the Symantec Data Loss Prevention installer in the
SymantecDLP\jre\bin directory. For Linux installations, the utility is part of the
Red Hat Enterprise Linux distribution, and is in the following location:
/usr/kerberos/bin/kinit. You can also download Java SE 6 and locate the kinit
toolin \java_ home\jdkl.6.0\bin.

If you run the Enforce Server on Linux, use the xinit utility to test access from
the Enforce Server to the Active Directory server. Rename the xrb5. ini file as
krb5.conf. The kinit utility requires the file to be named krb5.conf on Linux.

See “Configuring the Enforce Server for Active Directory authentication”
on page 113.
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To test the connection to the Active Directory server

1 Onthe Enforce Server host, go to the command line and navigate to the
directory where kinit is located.

2 Issueakinit command using a known user name and password as parameters.
(Note that the password is visible in clear text when you type it on the
command line.) For example, issue the following:

kinit kchatterjee mypwdlO#

The first time you contact Active Directory you may receive an error that it
cannot find the krb5.ini or krb5. conf file in the expected location. On
Windows, the error looks similar to the following:

krb _error 0 Could not load configuration file c:\winnt\krb5.ini

(The system cannot find the file specified) No error.
In this case, copy the krb5.ini or krb5.conf file to the expected location
and then rerun the xinit command that is previously shown.

3 Depending on how the Active Directory server responds to the command,
take one of the following actions:

m If the Active Directory server indicates it has successfully created a
Kerberos ticket, continue configuring Symantec Data Loss Prevention.

m If youreceive an error message, consult with your Active Directory
administrator.

Configuring the Enforce Server for Active Directory authentication

Perform the procedure in this section when you first set up Active Directory
authentication, and any time you want to modify existing Active Directory settings.
Make sure that you have completed the prerequisite steps before you enable Active
Directory authentication.

See “Integrating Active Directory for user authentication” on page 109.
To configure the Enforce Server to user Active Directory for authentication:
1 Make sure all users other than the Administrator are logged out of the system.

2 Inthe Enforce Server administration console, go to System > Settings >
General and click Configure (at top left).
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At the Edit General Settings screen that appears, locate the Active Directory
Authentication section near the bottom and select (check) Perform Active
Directory Authentication.

The system then displays several fields to fill out.

In the Default Active Directory Domain field, enter the name of the default
domain on your Active Directory system. This field is required. All Windows
domain names must be uppercase (for example, TEST.LAB). If your setup
includes a krb5.ini or krb5.conf file, the default Active Directory domain
is the same as the value for default realminthe krb5.ini or krb5.conf
file.

In the Default Active Directory KDC field, type the IP address (or the
hostname) of the Active Directory server. The KDC (Key Distribution Center)
is an Active Directory service that runs on port 88 by default. If the KDC is
running on a different port, specify the port using the following format:

ipaddress_or_hostname:port number.

For example, if AD is running on the host Adserver.company.com and the
KDC listens on port 53, type Adserver.company.com:53.

If you created a krb5.ini Or krb5. conf file, enter the absolute path to the
file in the krb5.ini File Path field. This file is required if your environment
includes more than one domain, and recommended even if it does not. For
example, type C:\winnit\krb5.1ini (on Windows) or
/opt/Vontu/Protect/config/krb5.conf (on Linux).

See “Creating the configuration file for Active Directory integration”
on page 110.

If your environment has more than one Active Directory domain, enter the
domain names (separated by commas) in the Active Directory Domain List
field. The system displays them in a drop-down list on the user logon page.
Users then select the appropriate domain at logon. Do not list the default
domain, as it already appears in the drop-down list by default.

Click Save.

Go to the operating system services tool and restart the Symantec Data Loss
Prevention Manager service.

About configuring certificate authentication

Certificate authentication enables a user to automatically log on to the Enforce
Server administration console using a client certificate that is generated by your
public key infrastructure (PKI). When a user accesses the Enforce Server
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administration console, the PKI automatically delivers the user's certificate to
the Tomcat container that hosts the administration console. The Tomcat container
validates the client certificate using the certificate authorities that you have
configured in the Tomcat trust store.

The client certificate is delivered to the Enforce Server computer when a client's
browser performs the SSL handshake with the Enforce Server. For example, some
browsers might be configured to operate with a smart card reader to present the
certificate. As an alternative, you may choose to upload the X.509 certificate to a
browser and configure the browser to send the certificate to the Enforce Server.

If the certificate is valid, the Enforce Server administration console may also
determine if the certificate was revoked.

See “About certificate revocation checks” on page 123.

If the certificate is valid and has not been revoked, then the Enforce Server uses
the common name (CN) in the certificate to determine if that CN is mapped to an
active user account with a role in the Enforce Server configuration.

Note: Some browsers cache a user's client certificate, and will automatically log
the user onto the Administration Console after the user has chosen to sign out.
In this case, users must close the browser window to complete the log out process.

The following table describes the steps necessary to use certificate authentication
with Symantec Data Loss Prevention.

Table 5-3 Configuring certificate authentication
Phase Action Description
Phase 1 Enable certificate authentication on | You can enable certificate

the Enforce Server computer. authentication when you install the
Enforce Server, or you can
reconfigure an existing Enforce
Server to enable authentication.

See “Configuring certificate
authentication for the Enforce Server
administration console” on page 117.
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Table 5-3 Configuring certificate authentication (continued)
Phase Action Description
Phase 2 Add certificate authority (CA) You can add CA certificates to the
certificates to establish the trust Tomcat trust store when you install
chain. the Enforce Server. Or, you can use
the Java keytool utility to manually
add certificates to an existing Enforce
Server.
See “Adding certificate authority (CA)
certificates to the Tomcat trust store”
on page 119.
Phase 3 (Optional) Change the Tomcat trust | The Symantec Data Loss Prevention
store password. installer configures each new Enforce
Server installation with a default
Tomcat trust store password. Follow
these instructions to configure a
secure password.
See “Changing the Tomcat trust store
password” on page 120.
Phase 4 Map certificate common name (CN) | See “Mapping Common Name (CN)
values to Enforce Server user values to Symantec Data Loss
accounts. Prevention user accounts” on page 122.
Phase 5 Configure the Enforce Server to check | See “About certificate revocation
for certificate revocation. checks” on page 123.
Phase 6 Verify Enforce Server access using | See “Troubleshooting certificate
certificate-based single sign-on. authentication” on page 129.
Phase 7 (Optional) Disable forms-based log | If you want to use certificate-based

on.

single sign-on for all access to the
Enforce Server, disable forms-based
log on.

See “Disabling password
authentication and forms-based log
on” on page 130.
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Configuring certificate authentication for the Enforce Server
administration console

If you selected certificate authentication as the single sign-on option when you
installed Symantec Data Loss Prevention, then the Enforce Server administration
console is already configured to support certificate authentication.

Follow this procedure to manually enable certificate authentication on an upgraded
Symantec Data Loss Prevention installation, or to disable or verify certificate
authentication on the Enforce Server. Or, follow this procedure if you want to
disable password authentication (and forms-based log on) for the Enforce Server.

To configure certificate authentication for the Enforce Server administration console

1 Logonto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

2 Change directory to the /opt/SymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the
correct path.

3 Openthe Manager.properties file with a text editor.
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10
11

To enable or verify certificate authentication, add or edit the following line
in the file:

com.vontu.manager.certificate authentication = true

To disable certificate authentication, change the value to “false.” However,
if you disable certificate authentication, also ensure that you have enabled
password authentication to ensure that you can log into the Enforce Server
administration console. To enable password authentication, add or edit the
line:

com.vontu.manager.form authentication = true

Set this option to false (disable forms-based log on) only if you want to require
a valid certificate for all Enforce Server administration console accounts,
including Administrator accounts. Ensure that you have installed all necessary
certificates and you have verified that users can log on using certificate
authentication.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 119.

Save your changes and exit the text editor.

Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)
Or c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you
installed Symantec Data Loss Prevention into a different directory, substitute
the correct path.

Open the server.xm1 file with a text editor.

To enable or verify certificate authentication, add or edit the option
clientAuth="want" as shown in the following line in the file:

<Connector URIEncoding="UTF-8" acceptCount="100" clientAuth="want"
debug="0" disableUploadTimeout="true" enableLookups="false"
keystoreFile="conf/.keystore" keystorePass="protect"
maxSpareThreads="75" maxThreads="150" minSpareThreads="25"
port="443" scheme="https" secure="true" sslProtocol="TLS"

truststoreFile="conf/truststore.jks" truststorePass="protect"/>

Save your changes and exit the text editor.
Stop and then restart the Vontu Manager service to apply your changes.
Configure and enable certificate revocation.

See “About certificate revocation checks” on page 123.
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Adding certificate authority (CA) certificates to the Tomcat trust store

This procedure is required only if you did not import CA certificates during the
Symantec Data Loss Prevention installation, or if you upgraded an earlier Symantec
Data Loss Prevention installation and you are configuring certificate
authentication. This procedure is also required to add OCSP responder certificates
to the truststore for some OCSP configurations.

To use certificate authentication with Symantec Data Loss Prevention, you must
add to the Tomcat trust store all CA certificates that are required to authenticate
users in your system. Each X.509 certificate must be provided in Distinguished
Encoding Rules (DER) format in a . cer file. If multiple CAs are required to establish
the certificate chain, then you must add multiple . cer files.

To add certificate CA certificates to the Tomcat trust store

1 Logonto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Tomcat configuration files in the steps that follow.

2 Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)
Or c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you
installed Symantec Data Loss Prevention to a different directory, substitute
the correct path.

3 Copy all certificate files (. cer files) that you want to import to the conf
directory on the Enforce Server computer.
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4  Use the keytool utility installed with Symantec Data Loss Prevention to add
a certificate to the Tomcat truststore. For Windows systems, enter:

c:\SymantecDLP\jre\bin\keytool -import -trustcacerts
-alias CA CERT 1
-file certificate l.cer

-keystore .\truststore.jks

For Linux systems, enter:

/opt/SymantecDLP/jre/bin/keytool -import -trustcacerts
-alias CA CERT 1
-file certificate 1.cer

-keystore ./truststore.jks

In the above commands, replace CA_CERT_1 with a unique alias for the
certificate that you are importing. Replace certificate_1.cer with the name of
the certificate file you copied to the Enforce Server computer.

5 Enter the password to the keystore when the xeytool utility prompts you to
do so.If you did not change the default keystore password, then the password
is “protect.”

6 Repeat these steps to install all the certificate files that are necessary to
complete the certificate chain.

Stop and then restart the Vontu Manager service to apply your changes.

If you have not yet changed the default Tomcat keystore password, do so
now.

See “Changing the Tomcat trust store password” on page 120.

Changing the Tomcat trust store password

When you install Symantec Data Loss Prevention, the Tomcat trust store uses the
default password, “protect.” Follow this procedure to assign a secure password
to the Tomcat trust store when using certificate authentication.



Managing roles and users | 121
About configuring certificate authentication

To change the Tomcat trust store password

1 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Tomcat configuration files in the steps that follow.

2 Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)
Or c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you
installed Symantec Data Loss Prevention to a different directory, substitute
the correct path.

3 Use the keytool utility installed with Symantec Data Loss Prevention to
change the Tomcat truststore password. For Windows systems, enter:

c:\SymantecDLP\Jjre\bin\keytool -storepasswd -new new password -keystore ./truststore.jks

For Linux systems, enter:

/opt/SymantecDLP/jre/bin/keytool -storepasswd -new new password -keystore ./truststore.jks

In the above commands, replace new_password with a secure password.

4  Enter the current password to the keystore when the keytoo1 utility prompts
you to do so. If you did not change the default keystore password, then the
password is “protect.”

5 Change directory to the /opt/SymantecDLP/Protect/tomcat/conf (Linux)
Or c:\SymantecDLP\Protect\tomcat\conf (Windows) directory. If you
installed Symantec Data Loss Prevention into a different directory, substitute
the correct path.

6 Open the server.xml file with a text editor.



122 | Managing roles and users
About configuring certificate authentication

7 Inthe following line in the file, edit the t ruststorePass="protect" entry to
specify your new password:

<Connector URIEncoding="UTF-8" acceptCount="100" clientAuth="want"
debug="0" disableUploadTimeout="true" enableLookups="false"
keystoreFile="conf/.keystore" keystorePass="protect"
maxSpareThreads="75" maxThreads="150" minSpareThreads="25"
port="443" scheme="https" secure="true" sslProtocol="TLS"

truststoreFile="conf/truststore.jks" truststorePass="protect"/>
Replace protect with the new password that you defined in the keytool
command.

Save your changes and exit the text editor.

Change directory to the /opt/SymantecDLP/Protect/config (Linux) or

c:\SymantecDLP\Protect\config (Windows) directory. If you installed

Symantec Data Loss Prevention into a different directory, substitute the
correct path.

10 Open the Manager.properties file with a text editor.

11 Add the following line in the file to specify the new password:

com.vontu.manager.tomcat.truststore.password = password

Replace password with the new password. Do not enclose the password with
quotation marks.

12 Save your changes and exit the text editor.

13 Stop and then restart the Vontu Manager service to apply your changes.

Mapping Common Name (CN) values to Symantec Data Loss Prevention

user accounts

Each user that will access the Enforce Server administration console using
certificate-based single sign-on must have an active user account in the Enforce
Server configuration. The user account associates the common name (CN) value
from the user's client certificate to one or more roles in the Enforce Server
administration console. You can map a CN value to only one Enforce Server user
account.

The user account that you create does not require a separate Enforce Server
administration console password. However, you can optionally configure a
password if you want to allow the user to also log on from the Enforce Server
administration console log on page. If you enable password authentication and
the user does not provide a certificate when the browser asks for one, then the
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Enforce Server displays the log on page. (If password authentication is disabled,
a log on failure is displayed if the user does not provide a certificate.)

In order for a user to log on using single sign-on with certificate authentication,
an active user account must identify the user's CN value, and it must be assigned
avalid role in the Enforce Server configuration. If you want to prevent a user from
accessing the Enforce Server administration console without revoking the user's
client certificate, disable or delete the associated Enforce Server user account.

See “Configuring user accounts” on page 103.

About certificate revocation checks

While managing your public key infrastructure, you will periodically need to
revoke a client's certificate with the CA. For example, you might revoke a certificate
if an employee leaves the company, or if an employee's credentials are lost or
stolen. When you revoke a certificate, the CA uses one or more Certificate
Revocation Lists (CRLs) to publish those certificates that are no longer valid.
Symantec Data Loss Prevention also supports the use of an Online Certificate
Status Protocol (OCSP) responder, which clients can use to determine if a particular
certificate has been revoked. The OCSP responder can be implemented as a service
on your CA server, or as a separate OCSP server.

OCSP is the first mechanism that Symantec Data Loss Prevention uses to perform
certificate revocation checks. After the Tomcat container has determined that a
client certificate is valid, the Enforce Server sends an OCSP request to a designated
OCSP responder to determine if the certificate was revoked. The information used
to contact the OCSP responder can be provided in one of two ways:

m The Authority Information Access (AIA) field in a client certificate. The client
certificate itself can include the URL of the OCSP responder in an AIA field.
The following shows an example AIA field that defines an OCSP responder:

[1]Authority Info Access Access Method=On-line
Certificate Status Protocol (1.3.6.1.5.5.7.48.1)
Alternative Name: URL=http://my ocsp responder

This method is commonly used when you configure an internal CA to provide
the OCSP responder service. If the OCSP responder specified in the AIA field
is directly accessible from the Enforce Server computer, then no additional
configuration is required to perform revocation checks. However, if the OCSP
responder is accessible only by a proxy server, then you must configure the
proxy server settings in the Symantec Data Loss Prevention configuration.

m The OCSP configuration file. As an alternative, you can manually configure
OCSP responder properties using the manager-certauth.security
configuration file. If you choose to use this file, the configuration in the file
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overrides any information that is present in a client certificate's AIA field.
This method is commonly used if you want to use a local OCSP responder
instead of the one specified in the AIA field, or if your client certificates do
not include an AIA field.

See “Manually configuring OCSP responder properties” on page 128.

Note: If the OCSP responder that you configure in this file does not use the CA
certificate to sign its responses, then you must add the OCSP responder's
certificate to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 119.

If a certificate's revocation status cannot be determined using OCSP, then
Symantec Data Loss Prevention retrieves revocation lists from a Certificate
Revocation List Distribution Point (CRLDP). To check revocation using a CRLDP,
the client certificate must include a CRL distribution point field. The following
shows an example CRLDP field definition:

[1]CRL Distribution Point
Distribution Point Name:
Full Name: URL=http://my crldp

Note: Symantec Data Loss Prevention does not support specifying the CRLDP
using an LDAP URL.

If the CRL distribution point is defined in each certificate and the Enforce Server
can directly access the server, then no additional configuration is required to
perform revocation checks. However, if the CRL distribution point is accessible
only by a proxy server, then you must configure the proxy server settings in the
Symantec Data Loss Prevention configuration.

See “Accessing the OCSP responder or CRLDP with a proxy” on page 126.

Regardless of which revocation checking method you use, you must enable
certificate revocation checks on the Enforce Server computer. Certificate
revocation checks are enabled by default if you select certificate installation during
the Enforce Server installation. If you upgraded an existing Symantec Data Loss
Prevention installation, certificate revocation is not enabled by default.

See “Configuring certificate revocation checks” on page 125.
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If the Enforce Server computer must use a proxy to access either the OCSP
responder service or CRLDP, then you must configure the proxy settings on the
Enforce Server computer.

See “Accessing the OCSP responder or CRLDP with a proxy” on page 126.

If you are using OCSP for revocation checks but certificate client certificate AIA
fields do not specify a valid OCSP responder, then you must manually configure
OCSP responder properties in the manager-certauth.security configuration

file.

See “Manually configuring OCSP responder properties” on page 128.

Configuring certificate revocation checks

When you enable certificate revocation checks, Symantec Data Loss Prevention
uses OCSP to determine if each client certificate was revoked by a certificate
authority. If the certificate status cannot be determined using OCSP, Symantec
Data Loss Prevention uses a CRLDP to determine the revocation status.

Follow this procedure to enable certificate revocation checks.

To configure certificate revocation checks

1

Ensure that the OCSP responder is configured, either in the AIA field of each
certificate or in the manager-certauth.security file.

See “About certificate revocation checks” on page 123.
See “Manually configuring OCSP responder properties” on page 128.

Ensure that the CRLDP is defined in the CRL distribution point field of each
client certificate.

Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

Change directory to the /opt/SymantecDLP/Protect/config (Linux) or

c:\SymantecDLP\Protect\config (Windows) directory. If you installed

Symantec Data Loss Prevention into a different directory, substitute the
correct path.

Open the vontuManager. conf file with a text editor.
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6 To enable certificate revocation checks, add or edit the following line in the
file:

wrapper.java.additional.18=-Dcom.sun.net.ssl.checkRevocation=true

To disable the checks, change the value to “false.”

7 If you want to configure the OCSP responder server manually, rather than
using the AIA field in client certificates, edit the following line in the file:

wrapper.java.additional.l9=-Djava.security.properties=../config/manager-certauth.security

Also enable this line in the file if you want to disable OCSP revocation
checking. (You can then configure a property in manager-certauth.security
to disable OCSP checks.)

Ensure that the configuration parameter points to the indicated OCSP
configuration file. Always edit the existing manager-certauth.security file,
rather than creating a new file.

See “Manually configuring OCSP responder properties” on page 128.

8 To enable revocation checking using a CRLDP, add or uncomment the
following line in the file:

wrapper.java.additional.2l=-Dcom.sun.security.enableCRLDP=true

This option is enabled by default for new Symantec Data Loss Prevention
installations.

9 If you are using CRLDP revocation checks, optionally configure the cache
lifetime using the property:

wrapper.java.additional.20=-Dsun.security.certpath.ldap.cache.lifetime=30

This parameter specifies the length of time, in seconds, to cache the revocation
lists that are obtained from a CRL distribution point. After this time is reached,
a lookup is performed to refresh the cache the next time there is an
authentication request. 30 seconds is the default cache lifetime. Specify 0 to
disable the cache, or -1 to store cache results indefinitely.

10 Stop and then restart the Vontu Manager service to apply your changes.

Accessing the OCSP responder or CRLDP with a proxy

Symantec recommends that you allow direct access from the Enforce Server
computer to all OCSP responder servers and CRLDP servers that are required to
perform certificate revocation checks. However, if the OCSP responder or the
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CRLDP server are accessible only through a proxy, then you must configure the
proxy settings on the Enforce Server computer.

When you configure a proxy, the Enforce Server uses your proxy configuration
for all HTTP connections, such as those connections that are created when
connecting to a Data Insight server to fetch certificates. Check with your proxy
administrator before you configure these proxy settings, and consider allowing
direct access to OCSP and CRDLP servers if at all possible.

To configure proxy settings for an OCSP responder or CRLDP server

1 Ensure that the OCSP responder is configured in the AIA field of each
certificate.

See “About certificate revocation checks” on page 123.

2 Ensure that the CRLDP is defined in the CRL distribution point field of each
client certificate.

3 Log onto the Enforce Server computer using the account that you created
during Symantec Data Loss Prevention installation.

Note: If you log on with a different account (such as the root or Administrator
account) ensure that you do not change the permissions or ownership on any
Symantec Data Loss Prevention configuration file in the steps that follow.

4  Change directory to the /opt/SymantecDLP/Protect/config (Linux) or
c:\SymantecDLP\Protect\config (Windows) directory. If you installed
Symantec Data Loss Prevention into a different directory, substitute the
correct path.

5 Open the vontuManager. conf file with a text editor.

6 Add or edit the following configuration properties to identify the proxy:

wrapper.java.additional.22=-Dhttp.proxyHost=myproxy.mydomain.com
wrapper.java.additional.23=-Dhttp.proxyPort=8080
wrapper.java.additional.24=-Dhttp.nonProxyHosts=hosts

Replace myproxy.mydomain.com and 8080 with the host name and port of
your proxy server. Replace #osts with one or more accessible OCSP responder
to use if the proxy is unavailable. You can include server host names, fully
qualified domain names, or IP addresses separated with a pipe character. For
example:

wrapper.java.additional.24=-Dhttp.nonProxyHosts=ocsp-server|
127.0.0.1|DataInsight Server Host
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7 Save your changes to the configuration file.

8 Stop and then restart the Vontu Manager service to apply your changes.

Manually configuring OCSP responder properties

You can optionally edit the manager-certauth.security file to configure OCSP
connection parameters for your system. By default, this file enables OCSP checks,
but all other options are commented and inactive. If you uncomment any
parameters in the file, those parameters override the OCSP configuration that is
present in the AIA fields of a client certificate.

See “About certificate revocation checks” on page 123.

Note: If the OCSP responder that you configure in this file does not use the CA
certificate to sign its responses, then you must add the OCSP responder's certificate
to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the Tomcat trust store”
on page 119.

manager-certauth.securityislocatedinthe /opt/SymantecDLP/Protect/config
(Linux) or c:\SymantecDLP\Protect\config (Windows) directory. Always edit
the existing manager-certauth.security file, rather than create a new file. You
may want to backup the file before making your changes to preserve the original
contents. The manager-certauth.security contains additional information about
these parameters

The file contains the following parameters.

Table 5-4 OCSP configuration parameters

Configuration parameter with example Description

ocsp.enable=true

This parameter enables OCSP for revocation checks if
certificate revocation is also enabled in the
VontuManager.properties file. This parameter is
enabled by default for all Symantec Data Loss Prevention
installations. Disable the property if you want to use only
CRLDP checks instead of OCSP.

ocsp.responderURL=http://ocsp.example.net:80 | Defines the URL of OCSP responder. If you do not define

this parameter, the URL is taken from the AIA field in
the client certificate, if available.
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OCSP configuration parameters (continued)

Configuration parameter with example

Description

ocsp.responderCertSubjectName=CN=0CSP

Responder, O0=XYZ Corp

Defines the subject name of the certificate that
corresponds to the OCSP responder. By default Symantec
Data Loss Prevention assumes that the certificate of the
issuer of the client certificate corresponds to the OCSP
responder's certificate. If you do not use this default
configuration, you must identify the OCSP responder's
certificate in some other way. You must also add the OCSP
responder certificate to the Tomcat trust store.

See “Adding certificate authority (CA) certificates to the
Tomcat trust store” on page 119.

If you cannot accurately identify the certificate of the
OCSP responder using only the subject name, then use
both the ocsp.responderCertIssuerName and
ocsp.responderCertSerialNumber parameters
instead of ocsp. responderCertSubjectName. (If you
define ocsp.responderCertSubjectName, then the
remaining two parameters in this table are ignored.)

ocsp.responderCertIssuerName=CN=Enterprise
CA, 0=XYZ Corp

Use this parameter in combination with
ocsp.responderCertSerialNumber to identify the
OCSP responder certificate. This parameter defines the
certificate issuer of the OCSP responder's certificate.

If you use this parameter, do not also use the
ocsp.responderCertSubjectName parameter.

ocsp.responderCertSerialNumber=2A:FF:00

Use this parameter in combination with
ocsp.responderCertIssuerName toidentify the OCSP
responder certificate. This parameter defines the serial
number of the OCSP responder's certificate.

If you use this parameter, do not also use the
ocsp.responderCertSubjectName parameter.

Troubleshooting certificate authentication

By default Symantec Data Loss Prevention logs each successful log on request to
the Enforce Server administration console. Symantec Data Loss Prevention also
logs an error message if a logon request is made without supplying a certificate,
or if a valid certificate presents a CN that does not map to a valid user account in

the Enforce Server configuration.
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Note: If certificate authentication fails while the browser is establishing an HTTPS
connection to the Enforce Server administration console, then Symantec Data
Loss Prevention cannot log an error message.

You can optionally log additional information about certificate revocation checks
by adding or uncommenting the following system property in the
VontuManager . conf file:

wrapper.java.additional.90=-Djava.security.debug=certpath

VontuManager . conf islocated inthe c: \SymantecDLP\Protect\config(Windows)
Or /opt/SymantecDLP/Protect/config (Linux)directory. All debug messages are
loggedtoc:\SymantecDLP\Protect\logs\debug\VontuManager.log(VVhldO“G)
or /var/log/SymantecDLP/debug/VontuManager . log (Linux).

Disabling password authentication and forms-based log on

Forms-based log on with password authentication can be used as a fallback access
mechanism while you configure and test certificate authentication. After you
configure certificate authentication, you may choose to disable forms-based log
on and password authentication to rely on your public key infrastructure for all
log on requests. To disable forms-based log on entirely, add or edit the following
value in the Manager.properties configuration file:

com.vontu.manager.form authentication = false

See “Configuring certificate authentication for the Enforce Server administration
console” on page 117.

Youmust stop and then restart the Vontu Manager service to apply your changes.

Note: Disabling forms-based log on disables the feature for all users, including
those with Administrator privileges. As an alternative, you can disable forms-based
log on or certificate authentication for an individual user by configuring that
user's account.

See “Configuring user accounts” on page 103.

If you later turn on forms-based log on but the Administrator user account does
not have a password configured, you can reset the Administrator password using
the AdminPasswordReset utility.

See “Resetting the Administrator password” on page 107.



Connecting to group
directories

This chapter includes the following topics:
m About connecting to directory servers
m Configuring directory server connections

m Scheduling directory server indexing

About connecting to directory servers

Symantec Data Loss Prevention supports directory server connections to
LDAP-compliant directory servers such as Microsoft Active Directory (AD). A
group directory connection specifies how the Enforce Server or Discover Server
connects to the directory server.

The connection to the directory server must be established before you create any
user groups in the Enforce Server. The Enforce Server or Discover Server uses
the connection to obtain details about the groups. If this connection is not created,
you are not able to define any User Groups. The connection is not permanent, but
you can configure the connection to synchronize at a specified interval. The
directory server contains all of the information that you need to create User
Groups.

See “User Groups” on page 336.

If you use a directory server that contains a self-signed authentication certificate,
you must add the certificate to the Enforce Server or the Discover Server. If your
directory server uses a pre-authorized certificate, it is automatically added to the
Enforce Server or Discover Server.

See “Importing SSL certificates to Enforce or Discover servers” on page 209.
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Configuring directory server connections

The Directory Connections page is the home page for configuring directory server
connections. Once you define the directory connection, you can create one or

more User Groups.

See “Creating or modifying a User Group” on page 601.

Table 6-1 Configuring directory server connections
Step Action Description
1 Navigate to the Directory Connections | This page is available at System > Settings > Directory
page (if not already there). Connections.
2 Click Create New Connection. This action takes you to the Configure Directory
Connection page.
3 Enter a Name for the directory server The Connection Name is the user-defined name for the
connection. connection. It appears at the Directory Connections home
page once the connection is configured.
4 Specify the Network Parameters for the | Table 6-2 provides details on these parameters.
directory server connection. Enter or specify the following parameters:
m The Hostname of the computer where the directory
server is installed.
m The Port on the directory server that supports
connections.
m The Base DN (distinguished name) of the directory
server.
m The Encryption Method for the connection, either None
or Secure.
5 Specify the Authentication mode for Table 6-3 provides details on configuring the authentication
connecting to the directory server. parameters.
6 Click Test Connection to verify the If there is anything wrong with the connection, the system
connection. displays an error message describing the problem.
7 Click Save to save the direction connection | The system to automatically indexes the directory server

configuration.

once after you successfully create, test, and save the
directory connection.
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Table 6-1 Configuring directory server connections (continued)

Step Action

Description

8 Select the Index and Replication Status | Verify that the directory server was indexed. After some

tab.

time (depending on the size of the directory server query),
you should see that the Replication Status is "Completed
<date> <time>". If you do not see that the status is
completed, verify that you have configured and tested the
directory connection properly. Contact your directory
server administrator for assistance.

9 Select the Index Settings tab. You can adjust the directory server indexing schedule as

necessary at the Index Settings tab.

See “Scheduling directory server indexing” on page 134.

Table 6-2 Directory connection network parameters

Network parameters

Description

Hostname

Enter the Hostname of the directory server.
For example: enforce.dlp.symantec.com

You must enter the Fully Qualified Name (FQN) of the directory server. Do not use
the IP address.

Port

Enter the connection Port for the directory server.
For example: 389

Typically the port is 389 or 636 for secure connections.

Base DN

Enter the Base DN for the directory server.
For example: dc=enforce, dc=dlp,dc=symantec, dc=com
The Base DN string cannot contain any space characters.

The Base DN is the base distinguished name of the directory server. Typically, this
name is the domain name of the directory server. The Base DN parameter defines
the initial depth of the directory server search.

Encryption Method

Select the Secure option if you want the communication between the directory
server and the Enforce Server to be encrypted using SSL.

Note: If you choose to use a secure connection, you may need to import the SSL
certificate for the directory server to the Enforce Server keystore. See “Importing
SSL certificates to Enforce or Discover servers” on page 209.
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Table 6-3 Directory connection authentication parameters

Authentication

Description

Anonymous

Select the Anonymous option to connect to the directory server anonymously (that
is, without authentication).

Note: Most directory servers do not allow anonymous connections.

Authenticated

Select the Authenticated option to connect to the directory server using
authentication mode.

Username

Enter the user name to authenticate to the directory server.
To authenticate with Active Directory, use one of the following methods:

m Domain and user name, for example: Domain\username

m User name and domain, for example: username@domain.com

m Fully distinguished user name and domain (without spaces), for example:
cn=username, cn=Users, dc=domain, dc=com

To authenticate with another type of directory server:

m A different syntax may be required, for example:
uid=username, ou=people, o=company

Password

Enter the password for the user name that was specified in the preceding field.

The password is obfuscated when you enter it.

Scheduling directory server indexing

Each directory connection is set to automatically index the configured LDAP
server once at 12:00 AM the day after you create the initial connection. You can
modify the indexing schedule to specify when and how often the index is
synchronized.

Each directory server connection is set to automatically index the configured User
Groups hosted in the directory server once at 12:00 AM the day after you create
the initial connection.

After you create, test, and save the directory server connection, the system
automatically indexes all of the User Groups that are hosted in the directory whose
connection you have established. You can modify this setting, and schedule
indexing daily, weekly, or monthly.
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To schedule group directory indexing

1 Select an existing group directory server connection from the System >
Settings > Directory Connections screen. Or, create a new connection.

See “Configuring directory server connections” on page 132.

2 Adjust the Index Settings to the desired schedule.

See Table 6-4 on page 135.

Table 6-4

Schedule group directory server indexing and view status

Index Settings

Description

Index the directory
server once.

The Once setting is selected by default and automatically indexes
the director server at 12:00 AM the day after you create the initial
connection.

You can modify the default Once indexing schedule by specifying
when and how often the index is supposed to be rebuilt.

Index the directory
server daily.

Select the Daily option to schedule the index daily.

Specify the time of day and, optionally, the Until duration for this
schedule.

Index the directory
server weekly.

Select the Weekly option to schedule the index to occur once a
week.

Specify the day of the week to index.
Specify the time to index.

Optionally, specify the Until duration for this schedule.

Index the directory
server monthly.

Specify the day of the month to index the directory and the time.
Optionally, specify the Until duration for this schedule.

View the indexing
and replication
status.

Select the Index and Replication Status tab to view the status of the
indexing process.

m Indexing Status
Displays the next scheduled index, date and time.

m Detection Server Name
Displays the detection server where the User Group profile is
deployed.

m Replication Status

m Displays the data and time of the most recent synchronization
with the directory group server.
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Managing stored
credentials

This chapter includes the following topics:

m About the credential store

m Adding new credentials to the credential store
m Configuring endpoint credentials

m Managing credentials in the credential store

About the credential store

An authentication credential can be stored as a named credential in a central
credential store. It can be defined once, and then referenced by any number of
Discover targets. Passwords are encrypted before they are stored.

The credential store simplifies management of user name and password changes.
You can add, delete, or edit stored credentials.

See “Adding new credentials to the credential store” on page 138.

See “Managing credentials in the credential store” on page 139.

The Credential Management screen is accessible to users with the "Credential
Management" privilege.

Stored credentials can be used when you edit or create a Discover target.

See “Network Discover scan target configuration options” on page 1121.
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Adding new credentials to the credential store

You can add new credentials to the credential store. These credentials can later
be referenced with the credential name.

To add a stored credential
1 Click System > Settings > Credentials, and click Add Credential.

2 Enter the following information:

Credential Name Enter your name for this stored credential.

The credential name must be unique
within the credential store. The name is
used only to identify the credential.

Access Username Enter the user name for authentication.
Access Password Enter the password for authentication.
Re-enter Access Password Re-enter the password.

Click Save.

You can later edit or delete credentials from the credential store.
See “Managing credentials in the credential store” on page 139.

See “Configuring endpoint credentials” on page 138.

Configuring endpoint credentials

You must add credentials to the Credential Store before you can access credentials
for Endpoint FlexResponse or the Endpoint Discover Quarantine response rule.
The credentials are stored in an encrypted folder on all endpoint computers that
are connected to an Endpoint Server. Because all endpoint computers store the
credentials, you must be careful about the type of credentials you store. Use
credentials that cannot access other areas of your system. Before your endpoint
credentials can be used, you must enable the Enforce Server to recognize them.

To create endpoint credentials
1 Go to: System > Settings > General.
2 Click Configure.

3 Under the Credential Management section, ensure that the Allow Saved
Credentials on Endpoint Agent checkbox is selected.
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Click Save.
Go to: System > Settings > Credentials.
Click Add Credential.

Under the General section, enter the details of the credential you want to
add.

Under Usage Permission, select Servers and Endpoint agents.

Click Save.

See “About the credential store” on page 137.

See “Configuring the Endpoint Discover: Quarantine File action” on page 844.

Managing credentials in the credential store

You can delete or edit a stored credential.

To delete a stored credential

1

Click System > Settings > Credentials. Locate the name of the stored
credential that you want to remove.

Click the delete icon to the right of the name. A credential can be deleted only
if it is not currently referenced in a Discover target or indexed document
profile.

To edit a stored credential

1

o A~ W N

Click System > Settings > Credentials. Locate the name of the stored
credential that you want to edit.

Click the edit icon (pencil) to the right of the name.
Update the user name or password.
Click Save.

If you change the password for a given credential, the new password is used
for all subsequent Discover scans that use that credential.
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Managing system events
and messages

This chapter includes the following topics:

m About system events

m System events reports

m  Working with saved system reports

m Server event detail

m Configuring event thresholds and triggers
m About system event responses

m Enabling a syslog server

m About system alerts

m Configuring the Enforce Server to send email alerts
m Configuring system alerts

m About log review

m System event codes and messages

About system events

System events related to your Symantec Data Loss Prevention installation are
monitored, reported, and logged.

System event reports are viewed from the Enforce Server administration console:
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m The five most recent system events of severity Warning or Severe are listed
on the Servers Overview screen (System > Servers > Overview).
See “About the System Overview screen” on page 210.

m Reports on all system events of any severity can be viewed by going to System
> Servers > Events.

See “System events reports” on page 142.

m Recent system events for a particular detection server are listed on the Server
Detail screen for that server.
See “Server Detail screen” on page 213.

m Click on any event in an event list to go to the Event Details screen for that
event. The Event Details screen provides additional information about the
event.

See “Server event detail” on page 146.
There are three ways that system events can be brought to your attention:
m System event reports displayed on the administration console

m System alert email messages
See “About system alerts” on page 153.

m Syslog functionality
See “Enabling a syslog server” on page 151.

Some system events require a response.
See “About system event responses” on page 149.
To narrow the focus of system event management you can:

m Use the filters in the various system event notification methods.
See “System events reports” on page 142.

m Configure the system event thresholds for individual servers.
See “Configuring event thresholds and triggers” on page 147.

System events reports

To view all system events, go to the system events report screen (System > Servers
> Events). This screen lists events, one event per line. The list contains those
events that match the selected data range, and any other filter options that are
listed in the Applied Filters bar. For each event, the following information is
displayed:
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Table 8-1 System events list

Type The type (severity) of the event. Type may be any one of those listed in
Table 8-2.

Time The date and time of the event.

Server The name of the server on which the event occurred.
Host The IP address or host name of the server on which the event occurred.

Code A number that identifies the kind of event.

See “System event codes and messages” on page 157.

Summary A brief description of the event. Click on the summary for more detail about
the event.

Table 8-2 System event types

System information
! Warning

(%] Severe

You can select from several report handling options.
See “Common incident report features” on page 965.

Click any event in the list to go to the Event Details screen for that event. The
Event Details screen provides additional information about the event.

See “Server event detail” on page 146.

Since the list of events can be long, filters are available to help you select only the
events that you are interested in. By default, only the Date filter is enabled and it
is initially set to All Dates. The Date filter selects events by the dates the events
occurred.

To filter the list of system events by date of occurrence

1 Gotothe Filter section of the events report screen and select one of the date
range options.

2 Click Apply.
3 Select Custom from the date list to specify beginning and end dates.

In addition to filtering by date range, you can also apply advanced filters. Advanced
filters are cumulative with the current date filter. This means that events are only
listed if they match the advanced filter and also fall within the current date range.
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Multiple advanced filters can be applied. If multiple filters are applied, events are
only listed if they match all the filters and the date range.

To apply additional advanced filters

1
2
3

Click on Advanced Filters and Summarization.
Click on Add Filter.

Choose the filter you want to use from the left-most drop-down list. Available
filters are listed in Table 8-3.

Choose the filter-operator from the middle drop-down list.

For each advanced filter you can specify a filter-operator Is Any Of or Is None
Of.

Enter the filter value, or values, in the right-hand text box, or click a value
in the list to select it.

m To select multiple values from a list, hold down the Control key and click
each one.

m To select a range of values from a list, click the first one, then hold down
the Shift key and click the last value in the range you want.

(Optional) Specify additional advanced filters if needed.
When you have finished specifying a filter or set of filters, click Apply.
Click the red X to delete an advanced filter.

The Applied Filters bar lists the filters that are used to produce the list of events
that is displayed. Note that multiple filters are cumulative. For an event to appear
on the list it must pass all the applied filters.

The following advanced filters are available:

Table 8-3 System events advanced filter options

Event Code Filter events by the code numbers that identify each kind of event.

You can filter by a single code number or multiple code numbers
separated by commas (2121, 1202, 1204). Filtering by code number
ranges, or greater than, or less than operators is not supported.

Event type Filter events by event severity type (Info, Warning, or Severe).

Server Filter events by the server on which the event occurred.
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Note: A small subset of the parameters that trigger system events have thresholds
that can be configured. These parameters should only be adjusted with advice
from Symantec Support or Professional Services. Before changing these settings,
you should have a thorough understanding of the implications that are involved.
The default values are appropriate for most installations.

See “Configuring event thresholds and triggers” on page 147.

See “About system events” on page 141.

See “Server event detail” on page 146.

See “ Working with saved system reports” on page 145.

See “Configuring event thresholds and triggers” on page 147.

See “About system alerts” on page 153.

Working with saved system reports

The System Reports screen lists system and agent-related reports that have
previously been saved. To display the System Reports screen, click System >
System Reports. Use this screen to work with saved system reports.

To create a saved system report
1 Go to one of the following screens:
m System Events (System > Events)
m Agents Overview (System > Agents > Overview)
m Agents Events (System > Agents > Events)
See “About the Enforce Server administration console” on page 56.
2 Select the filters and summaries for your custom report.
See “About custom reports and dashboards” on page 948.
Select Report > Save As.
4  Enter the saved report information.
See “Saving custom incident reports” on page 951.
5 Click Save.
The System Reports screen is divided into two sections:
m System Event - Saved Reports lists saved system reports.

m Agent Management - Saved Reports lists saved agent reports.
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For each saved report you can perform the following operations:

m Share the report. Click share to allow other Symantec Data Loss Prevention
uses who have the same role as you to share the report. Sharing a report cannot
be undone; after a report is shared it cannot be made private. After a report is
shared, all users with whom it is shared can view, edit, or delete the report.
See “Saving custom incident reports” on page 951.

m Change the report name or description. Click the pencil icon to the right of
the report name to edit it.

m Change the report scheduling. Click the calendar icon to the right of the report
name to edit the delivery schedule of the report and to whom it is sent.
See “Saving custom incident reports” on page 951.
See “Delivery schedule options for incident and system reports” on page 954.

m Delete the report. Click the red X to the right of the report name to delete the
report.

Server event detail

The Server Event Detail screen is reached by System > Servers > Events and then
clicking on one of the listed events.

See “System events reports” on page 142.

The Server Event Detail screen displays all of the information available for the
selected event. None of the information on this screen is editable.

The Server Event Detail screen is divided into two sections—General and Message.

Table 8-4 Event detail — General

Type The event is one of the following types:

m Info: Information about the system.
m Warning: A problem that is not severe enough to generate an error.
m Severe: An error that requires immediate attention.

Time The date and time of the event.
Server The name of the server.

Host The host name or IP address of the server.
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Table 8-5 Event detail — Message

Code A number that identifies the kind of event.

See “System event codes and messages” on page 157.
Summary A brief description of the event.

Detail Detailed information about the event.

See “About system events” on page 141.
See “Server event detail” on page 146.
See “System events reports” on page 142.

See “About system alerts” on page 153.

Configuring event thresholds and triggers

A small subset of the parameters that trigger system events have thresholds that
can be configured. These parameters are configured for each detection server
separately. These parameters should only be adjusted with advice from Symantec
Support or Professional Services. Before changing these settings, you should have
athorough understanding of the implications. The default values are appropriate
for most installations.

See “About system events” on page 141.
To view and change the configurable parameters that trigger system events
1 Goto the Server Overview screen (System > Servers > Overview).

2 Click on the name of a detection server to display that server's Server Detail
screen.

3 Click the Server Settings tab.
The Advanced Server Settings screen for that server is displayed.

4  Change the configurable parameters, as needed.
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Table 8-6

Configurable parameters that trigger events

Parameter

Description

Event

BoxMonitor.DiskUsageError

Indicates the amount of filled disk
space (as a percentage) that triggers a
severe system event. For example, a
Severe event occurs if a detection
server is installed on the C drive and
the disk space error value is 90. The
detection server creates a Severe
system event when the C drive usage is
90% or greater. The default is 90.

Low disk space

BoxMonitor.DiskUsageWarning

Indicates the amount of filled disk
space (as a percentage) that triggers a
Warning system event. For example, a
Warning event occurs if the detection
server is installed on the C drive and
the disk space warning value is 80.
Then the detection server generates a
Warning system event when the Cdrive
usage is 80% or greater. The default is
80.

Low disk space

BoxMonitor.MaxRestartCount

Indicates the number of times that a
system process can be restarted in one
hour before a Severe system event is
generated. The default is 3.

process namerestarts excessively

IncidentDetection.MessageWaitSevere

Indicates the number of minutes
messages need to wait to be processed
before a Severe system event is sent
about message wait times. The default
is 240.

Long message wait time

IncidentDetection.MessageWaitWarning

Indicates the number of minutes
messages need to wait to be processed
before sending a Severe system event
about message wait times. The default
is 60.

Long message wait time
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Configurable parameters that trigger events (continued)

Parameter

Description

Event

IncidentWriter.BacklogInfo

Indicates the number of incidents that
can be queued before an Info system
event is generated. This type of backlog
usually indicates that incidents are not
processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
1000.

Nincidents in queue

IncidentWriter.BacklogWarning

Indicates the number of incidents that
can be queued before generating a
Warning system event. This type of
backlog usually indicates that incidents
are not processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
3000.

Nincidents in queue

IncidentWriter.BacklogSevere

Indicates the number of incidents that
can be queued before a Severe system
event is generated. This type of backlog
usually indicates that incidents are not
processed or are not processed
correctly because the system may have
slowed down or stopped. The default is
10000.

Nincidents in queue

About system event responses

There are three ways that system events can be brought to your attention:

m System event reports displayed on the administration console

m System alert email messages
See “About system alerts” on page 153.

m Syslog functionality
See “Enabling a syslog server” on page 151.

In most cases, the system event summary and detail information should provide
enough information to direct investigation and remediation steps. The following

table provides some general guidelines for responding to system events.
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Table 8-7 System event responses

System Event or Category

Appropriate Response

Low disk space

If this event is reported on a detection server,
recycle the Symantec Data Loss Prevention services
on the detection server. The detection server may
have lost its connection to the Enforce Server. The
detection server then queues its incidents locally,
and fills up the disk.

If this event is reported on an Enforce Server, check
the status of the Oracle and the Vontu Incident
Persister services. Low disk space may result if
incidents do not transfer properly from the file
system to the database. This event may also indicate
aneed to add additional disk space.

Tablespace is almost full

Add additional data files to the database. When the
hard disk is at 80% of capacity, obtain a bigger disk
instead of adding additional data files.

Refer to the Symantec Data Loss Prevention
Installation Guide.

Licensing and versioning

Contact Symantec Support.

Monitor not responding

Restart the Symantec Monitor service. If the event
persists, check the network connections. Make sure
the computer that hosts the detections server is
turned on by connecting to it. You can connect with
terminal services or another remote desktop
connection method. If necessary, contact Symantec
Support.

See “About Enforce Server services” on page 79.

Alert or scheduled report sending
failed

Go to System > Settings > General and ensure that
the settings in the Reports and Alerts and SMTP
sections are configured correctly. Check network
connectivity between the Enforce Server and the
SMTP server. Contact Symantec Support.

Auto key ignition failed

Contact Symantec Support.

Cryptographic keys are inconsistent

Contact Symantec Support.
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Table 8-7 System event responses (continued)

System Event or Category

Appropriate Response

Long message wait time

Increase detection server capacity by adding more
CPUs or replacing the computer with a more
powerful one.

Decrease the load on the detection server. You can
decrease the load by applying the traffic filters that
have been configured to detect fewer incidents. You
can also re-route portions of the traffic to other
detection servers.

Increase the threshold wait times if all of the
following items are true:

m This message is issued during peak hours.
B The message wait time drops down to zero
before the next peak.

m The business is willing to have such delays in
message processing.

process_name restarts excessively

Check the process by going to System > Servers >
Overview. To see individual processes on this
screen, Process Control must be enabled by going
to System > Settings > General > Configure.

Nincidents in queue

Investigate the reason for the incidents filling up
the queue.

The most likely reasons are as follows:

m Connection problems. Response: Make sure the
communication link between the Endpoint
Server and the detection server is stable.

m Insufficient connection bandwidth for the
number of generated incidents (typical for WAN
connections). Response: Consider changing
policies (by configuring the filters) so that they
generate fewer incidents.

Enabling a syslog server

Syslog functionality sends Severe system events to a syslog server. Syslog servers
allow system administrators to filter and route the system event notifications on

a more granular level. System administrators who use syslog regularly for
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monitoring their systems may prefer to use syslog instead of alerts. Syslog may
be preferred if the volume of alerts seems unwieldy for email.

Syslog functionality is an on or off option. If syslog is turned on, all Severe events
are sent to the syslog server.

To enable syslog functionality

1

Go to the \SymantecDLP\Protect\config directory on Windows or the
/opt/SymantecDLP/Protect/config directory on Linux.

Open the Manager.properties file.

Uncomment the #systemevent.syslog.host=line by removing the # symbol
from the beginning of the line, and enter the hostname or IP address of the
syslog server.

Uncomment the #systemevent.syslog.port=line by removing the # symbol
from the beginning of the line. Enter the port number that should accept
connections from the Enforce Server server. The default is 514.

Uncomment the #systemevent.syslog. format= [{0}] {1} - {2} lineby
removing the # symbol from the beginning of the line. Then define the system
event message format to be sent to the syslog server:

If the line is uncommented without any changes, the notification messages
are sent in the format: [server name] summary - details. The format variables
are:

m {0} - the name of the server on which the event occurred
m {1} - the event summary
m {2} - the event detail

For example, the following configuration specifies that Severe system event
notifications are sent to a syslog host named server1 which uses port 600.

systemevent.syslog.host=serverl
systemevent.syslog.port=600
systemevent.syslog.format= [{0}] {1} - {2}

Using this example, a low disk space event notification from an Enforce Server
on a host named dlp-1 would look like:

dlp-1 Low disk space - Hard disk space for

incident data storage server is low. Disk usage is over 82%.
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Note: Be sure to comment out the #systemevent.syslog.format= [{0}] {1} -
{2} line. Do not comment out the #systemevent.jmx.format= [{0}] {1} - {2}
line. The jmx option is not compatible with syslog servers.

See “About system events” on page 141.

About system alerts

System alerts are email messages that are sent to designated addresses when a
particular system event occurs. You define what alerts (if any) that you want to
use for your installation. Alerts are specified and edited on the Configure Alert
screen, which is reached by System > Servers > Alerts > Add Alert.

Alerts can be specified based on event severity, server name, or event code, or a
combination of those factors. Alerts can be sent for any system event.

The email that is generated by the alert has a subject line that begins with symantec
Data Loss Prevention System Alert followed by a short event summary. The
body of the email contains the same information that is displayed by the Event
Detail screen to provide complete information about the event.

See “Configuring the Enforce Server to send email alerts” on page 153.
See “Configuring system alerts” on page 155.

See “Server event detail” on page 146.

Configuring the Enforce Server to send email alerts

To send out email alerts regarding specified system events, the Enforce Server
has to be configured to support sending of alerts and reports. This section describes
how to specify the report format and how to configure Symantec Data Loss
Prevention to communicate with an SMTP server.

After completing the configuration described here, you can schedule the sending
of specific reports and create specific system alerts.

To configure Symantec Data Loss Prevention to send alerts and reports
1 Go to System > Settings > General and click Configure.
The Edit General Settings screen is displayed.

2 Inthe Reports and Alerts section, select one of the following distribution
methods:
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6

m Send reports as links, logon is required to view. Symantec Data Loss
Prevention sends email messages with links to reports. You must log on
to the Enforce Server to view the reports.

Note: Reports with incident data cannot be distributed if this option is
set.

m Sendreportdatawithemails. Symantec Data Loss Prevention sends email
messages and attaches the report data.

Enter the Enforce Server domain name or IP address in the Fully Qualified
Manager Name field.

If you send reports as links, Symantec Data Loss Prevention uses the domain
name as the basis of the URL in the report email.

Do not specify a port number unless you have modified the Enforce Server
to run on a port other than the default of 443.

If you want alert recipients to see any correlated incidents, check the
Correlations Enabled box.

When correlations are enabled, users see them on the Incident Snapshot
screen.

In the SMTP section, identify the SMTP server to use for sending out alerts
and reports.

Enter the relevant information in the following fields:

m Server: The fully qualified hostname or IP address of the SMTP server
that Symantec Data Loss Prevention uses to deliver system events and
scheduled reports.

m System email: The email address for the alert sender. Symantec Data Loss
Prevention specifies this email address as the sender of all outgoing email
messages. Your IT department may require the system email to be a valid
email address on your SMTP server.

m User ID: If your SMTP server requires it, type a valid user name for
accessing the server. For example, enter pOMATN\bsmi th.

m Password: If your SMTP server requires it, enter the password for the User
ID.

Click Save.

See “About system alerts” on page 153.

See “Configuring system alerts” on page 155.
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See “About system events” on page 141.

Configuring system alerts

You can configure Symantec Data Loss Prevention to send an email alert whenever
it detects a specified system event. Alerts can be specified based on event severity,
server name, or event code, or a combination of those factors. Alerts can be sent
for any system event.

See “About system alerts” on page 153.
Note that the Enforce Server must first be configured to send alerts and reports.
See “Configuring the Enforce Server to send email alerts” on page 153.

Alerts are specified and edited on the Configure Alert screen, which is reached
by System > Servers > Alerts and then choosing Add Alert to create a new alert,
or clicking on the name of an existing alert to modify it.

To create or modify an alert
1 Go the Alerts screen (System > Servers > Alerts).

2 Click the Add Alert tab to create a new alert, or click on the name of an alert
to modify it.

The Configure Alert screen is displayed.

3 Fillin (or modify) the name of the alert. The alert name is displayed in the
subject line of the email alert message.

4 Fill in (or modify) a description of the alert.
Click Add Condition to specify a condition that will trigger the alert.

Each time you click Add Condition you can add another condition. If you
specify multiple conditions, every one of the conditions must be met to trigger
the alert.

Click on the red X next to a condition to remove it from an existing alert.

6 Enter the email address that the alert is to be sent to. Separate multiple
addresses by commas.
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7 Limit the maximum number of times this alert can be sent in one hour by
entering a number in the Max Per Hour box.

If no number is entered in this box, there is no limit on the number of times
this alert can be sent out. The recommended practice is to limit alerts to one
or two per hour, and to substitute a larger number later if necessary. If you
specify a large number, or no number at all, recipient mailboxes may be
overloaded with continual alerts.

8 Click Save to finish.
The Alerts list is displayed.
There are three kinds of conditions that you can specify to trigger an alert:
m Event type - the severity of the event.
m Server - the server associated with the event.
m Event code - a code number that identifies a particular kind of event.
For each kind of condition, you can choose one of two operators:
m Isany of.
m Isnone of.
For each kind of condition, you can specify appropriate parameters:

m Event type. You can select one, or a combination of, Information, Warning,
Severe. Click on an event type to specify it. To specify multiple types, hold
down the Control key while clicking on event types. You can specify one, two,
or all three types.

m Server. You can select one or more servers from the list of available servers.
Click on the name of server to specify it. To specify multiple servers, hold down
the Control key while clicking on server names. You can specify as many
different servers as necessary.

m Event code. Enter the code number. To enter multiple code numbers, separate
them with commas or use the Return key to enter each code on a separate line.
See “System event codes and messages” on page 157.

By combining multiple conditions, you can define alerts that cover a wide variety
of system conditions.

Note: If you define more than one condition, the conditions are treated as if they
were connected by the Boolean "AND" operator. This means that the Enforce
Server only sends the alert if all conditions are met. For example, if you define an
event type condition and a server condition, the Enforce Server only sends the
alert if the specified event occurs on the designated server.




Managing system events and messages | 157
About log review

See “About system alerts” on page 153.
See “Configuring the Enforce Server to send email alerts” on page 153.

See “System events reports” on page 142.

About log review

Your Symantec Data Loss Prevention installation includes a number of log files.
These files provide information on server communication, Enforce Server and
detection server operation, incident detection, and so on.

By default, logs for the Enforce Server and detection server are stored in the
following directories:

m Windows:SymantecDLP\Protect\logs
m Linux: /var/log/SymantecDLP
See “About log files” on page 267.

See also the Symantec Data Loss Prevention System Maintenance Guide for
additional information about working with logs.

System event codes and messages

Symantec Data Loss Prevention system events are monitored, reported, and logged.
Each different event is identified by code number listed in the following table.

See “About system events” on page 141.
System event lists and reports can be filtered by event codes.
See “System events reports” on page 142.

Note that numbers enclosed in braces, such as {0}, indicate where appropriate
text strings are inserted in the actual message.

Code Name Description

1000 Monitor started All monitor processes have been
started.

1001 Local monitor started All monitor processes have been
started.

1002 Monitor started Some monitor processes are

disabled and haven't been started.
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Code

1003

1004

1005

1006

1007

1008

1010

1011

1012

1013

1014

1100

1101

1200

1201

1202

Name

Local monitor started

Monitor stopped

Local monitor stopped

{0} failed to start

{0} restarts excessively

{0} is down

Restarted {0}

Restarted {0}

Unable to start {0}

{0} resumed starting

Low disk space

Aggregator started

Aggregator failed to start

Loaded policy

Loaded policies {0}

No policies loaded

Description

Some monitor processes are
disabled and haven't been started.

All monitor processes have been
stopped.

All monitor processes have been
stopped.

Process {0} can't be started. See
log files for more detail.

Process {0} has restarted {1} times
during last {2} minutes.

{0} process went down before it
had fully started.

{0} process was restarted because
it went down unexpectedly.

{0} was restarted because it was
not responding.

Cannot bind to the shutdown
datagram socket. Will retry.

Successfully bound to the
shutdown socket.

Hard disk space is low. Symantec
Data Loss Prevention server disk
usage is over {0}%.

Error starting Aggregator. {0} No
incidents will be detected.

"{0}" Policy "{0}" v{1} (2}) has been
successfully loaded.

No relevant policies are found. No
incidents will be detected. 1203
Unloaded policy "{0}" Policy "{0}"
has been unloaded.
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1305
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1401
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Name

Updated policy "{0}"

Incident limit reached for Policy "{0}"

Long message wait time

File Reader started

File Reader failed to start

Unable to delete folder

Channel enabled

Channel disabled

ICAP channel configured

Invalid license

Content Removal Incorrect

Description

Policy "{0}" has been successfully
updated. The current policy
version is {1}. Active channels: {2}.

The policy "{0}" has found
incidents in more than {1}
messages within the last {2} hours.
The policy will not be enforced
until the policy is changed, or the
reset period of {2} hours is
reached.

Message wait time was

{0}:{1}:42}:43}.

Error starting File Reader. {0} No
incidents will be detected.

File Reader was unable to delete
folder "{0}" in the file system.
Please investigate, as this will
cause system malfunction.

Monitor channel "{0}" has been
enabled.

Monitor channel "{0}" has been
disabled. 1306 License received.

{o.
The channel is in {0} mode

The ICAP channel is not licensed
or the license has expired. No
incidents will be detected or
prevented by the ICAP channel.

Configuration rule in line {0} is
outdated or not written in proper
grammar format. Either remove
it from the config file or update
the rule.
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Code

1403

1404

1405

1406

1407

1500

1501

1503

1600

1601

Name

Out of memory Error (Web Prevent)
while processing message

Host restriction

Host restriction error

Host restriction error

Protocol Trace

Invalid license

Bind address error

All MTAs restricted

Override folder invalid

Source folder invalid

Description

While processing request on
connection ID{0}, out of memory
error occurred. Please tune your
setup for traffic load.

Any host (ICAP client) can connect
to Web Prevent.

Unable to get the IP address of
host {0}

Unable to get the IP address of any
host in Icap.AllowHosts

Enabled Traces available at {0}
1408 Invalid Load Balance Factor
Icap.LoadBalanceFactor
configured to 0. Treating it as 1.

The SMTP Prevent channel is not
licensed or the license has expired.
No incidents will be detected or
prevented by the SMTP Prevent
channel.

Unable to bind {0}. Please check
the configured address or the
RequestProcessor log for more
information. 1502 MTA restriction
error Unable to resolve host {0}.

Client MTAs are restricted, but no
hosts were resolved. Please check
the RequestProcessor log for more
information and correct the
RequestProcessor.AllowHosts
setting for this Prevent server.

Monitor channel {0} has invalid
source folder: {1} Using folder: {2}.

Monitor channel {0} has invalid
source folder: {1} The channel is
disabled.
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Code Name Description

1700 Scan start failed Discover target with ID {0} does
not exist. 1701 Scan terminated
{ot

1702 Scan completed Discover target "{0}" completed a

scan successfully.

1703 Scan start failed {0}
1704 Share list had errors {0}
1705 Scheduled scan failed Failed to start a scheduled scan of

Discover target {0}. {1}

1706 Scan suspend failed {0}
1707 Scan resume failed {0}
1708 Scheduled scan suspension failed Scheduled suspension failed for

scan of Discover target {0}. {1}

1709 Scheduled scan resume failed Scheduled suspension failed for
scan of Discover target {0}. {1}

1800 Incident Persister is unable to process Persister ran out of memory
incident Incident processing incident {0}.

1801 Incident Persister failed to process
incident {0}

1802 Corrupted incident received A corrupted incident was received,

and renamed to {0}.

1803 Policy misconfigured Policy "{0}" has no associated
severity.
1804 Incident Persister is unable to start Incident Persister cannot start

because it failed to access the
incident folder {0}. Check folder
permissions.

1805 Incident Persister is unable to access  Incidents folder The Incident
Persister is unable to access the
incident folder {0}. Check folder
permissions.

1806 Response rule processing failed to start Response rule processing failed to
start: {0}.
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Code

1807

1808

1809

1810

1811

1812

1813

1814

1815

1900

1901

2000

Name

Response rule processing execution

failed

Unable to write incident

Unable to write incident

Unable to list incidents

Error sending incident

Incident writer stopped

Failed to list incidents

Incident queue backlogged

Low disk space on incident server

Failed to load update package

Software update failed

Key ignition error

Description

Response rule command runtime
execution failed from error: {0}.

Failed to delete old temporary file
{0

Failed to rename temporary
incident file {0}.

Failed to list incident files in
folder {0}. Check folder
permissions.

Unexpected error occurred while
sending an incident. {0} Look in
the incident writer log for more
information.

Failed to delete incident file {0}
after it was sent. Delete the file
manually, correct the problem and
restart the incident writer.

Failed to list incident files in
folder {0}. Check folder
permissions.

There are {0} incidents in this
server's queue.

Hard disk space for the incident
data storage server is low. Disk
usage is over {0}%.

Database connection error
occurred while loading the
software update package {0}.

Failed to apply software update
from package {0}. Check the
update service log.

Failed to ignite keys with the new
ignition password. Detection
against Exact Data Profiles will be
disabled.
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2103
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2107

2108

2109

2110

2111

2112
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Name

Unable to update key ignition password.

Administrator saved

Data source removed

Data source saved

Document source removed

Document source saved

New protocol created

Protocol order changed

Protocol removed

Protocol saved

User removed

User saved

Runaway lookup detected

Loaded Custom

Description

The key ignition password won't
be updated, because the
cryptographic keys aren't ignited.
Exact Data Matching will be
disabled.

The administrator settings were
successfully saved.

The data source with ID {0} was
removed by {1}.

The {0} data source was saved by

{1}

The document source with ID {0}
was removed by {1}.

The {0} document source was
saved by {1}.

The new protocol {0} was created
by {1}.

The protocol {0} was moved {1} by
{2}.

The protocol {0} was removed by

{1}
The protocol {0} was edited by {1}.

The user with ID {0} was removed
by {1}.

The user {0} was saved by {1}.

One of the attribute lookup
plug-ins did not complete
gracefully and left a running
thread in the system. Manager
restart may be required for
cleanup.

Attribute Lookup Plug-ins The
following Custom Attribute
Lookup Plug-ins were loaded: {0}.

163



164

Managing system events and messages
System event codes and messages

Code

2113

2114

2115

2116

2117

2118

2119

2120

2121

2122

2123

2124

Name

No Custom Attribute Lookup Plug-in

was loaded

Custom attribute lookup failed

Custom attribute lookup failed

Policy changed

Policy removed

Alert or scheduled report sending
failed. {0}

System settings changed

Endpoint Location settings changed

The account "{1}" has been locked out

Loaded FlexResponse Actions

No FlexResponse Action was loaded.

A runaway FlexResponse action was
detected.

Description

No Custom Attribute Lookup
Plug-in was found.

Lookup plug-in {0} timed out. It
was unloaded.

Failed to instantiate lookup
plug-in {0}. It was unloaded. Error
message: {1}

The {0} policy was changed by {1}.
The {0} policy was removed by {1}.

configured by {1} contains the
following unreachable email
addresses: {2}. Either the
addresses are bad or your email
server does not allow relay to
those addresses.

The system settings were changed
by {0}.

The endpoint location settings
were changed by {0}.

The maximum consecutive failed
logon number of {0} attempts has
been exceeded for account "{1}",
consequently it has been locked
out.

The following FlexResponse
Actions were loaded: {0}.

No FlexResponse Action was
found.

One of the FlexResponse plug-ins
did not complete gracefully and
left a running thread in the
system. Manager restart may be
required for cleanup.
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Name

End User License Agreement accepted

License is invalid

License has expired

License about to expire

No license

Keys ignited

Key ignition failed

Auto key ignition

Manual key ignition required

Low disk space

Description

The Symantec Data Loss
Prevention End User License
Agreement was accepted by {0},
{1}, {2}

One or more of your product
licenses has expired. Some system
feature may be disabled. Check the
status of your licenses on the
system settings page.

One or more of your product
licenses will expire soon. Check
the status of your licenses on the
system settings page.

The license does not exist, is
expired or invalid. No incidents
will be detected.

The cryptographic keys were
ignited by administrator logon.

Failed to ignite the cryptographic
keys manually. Please look in the
Enforce Server logs for more

information. It will be impossible
to create new exact data profiles.

The cryptographic keys were
automatically ignited.

The automatic ignition of the
cryptographic keys is not
configured. Administrator logon
is required to ignite the
cryptographic keys. No new exact
data profiles can be created until
the administrator logs on.

Hard disk space is low. Symantec
Data Loss Prevention Enforce
Server disk usage is over {0}%.
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Code

2301

2302

2303

2304

2305

2306
2307

2308

2309

2310

2311

2312

2313

2314

Name

Tablespace is almost full

{0} not responding

Monitor configuration changed

System update uploaded

SMTP server is not reachable.

Enforce Server started
Enforce Server stopped

Monitor status updater exception

System statistics update failed

Statistics aggregation failure

Version mismatch

Incident deletion failed

Incident deletion completed

Endpoint data deletion failed

Description

Oracle tablespace {0} is over {1}%
full.

Detection Server {0} did not
update its heartbeat for at least 20
minutes.

The {0} monitor configuration was
changed by {1}.

A system update was uploaded
that affected the following
components: {0}.

SMTP server is not reachable.
Cannot send out alerts or schedule
reports.

The Enforce Server was started.
The Enforce Server was stopped.

The monitor status updater
encountered a general exception.
Please look at the Enforce Server
logs for more information.

Unable to update the Enforce
Server disk usage and database
usage statistics. Please look at the
Enforce Server logs for more
information.

The statistics summarization task
encountered a general exception.
Refer to the Enforce Server logs
for more information.

Enforce version is {0}, but this
monitor's version is {1}.

Incident Deletion failed .

Incident deletion ran for {0} and
deleted {1} incident(s).

Endpoint data deletion failed.



Code

2400

2401

2402

2403

2404

2405

2406

2407

2408

2409

2410

2411

2412

Name

Export web archive finished

Export web archive canceled

Export web archive failed

Export web archive failed

Unable to run scheduled report

Unable to run scheduled report

Report scheduling is disabled

Report scheduling is disabled

Unable to run scheduled report

Unable to run scheduled report

Unable to run scheduled report

Scheduled report sent

Export XML report failed

Managing system events and messages
System event codes and messages

Description

Archive "{0}" for user {1} was
created successfully.

Archive "{0}" for user {1} was
canceled.

Failed to create archive "{0}" for
user {1}. The report specified had
over {2} incidents.

Failed to create archive "{0}" for
user {1}. Failure occurred at
incident {2}.

The scheduled report job {0} was
invalid and has been removed.

The scheduled report {0} owned
by {1} encountered an error: {2}.

The scheduled report {0} owned
by {1} cannot be run because
report scheduling is disabled.

The scheduled report cannot be
run because report scheduling is
disabled.

Unable to connect to mail server
when delivery scheduled report

{oH1}.

User {0} is no longer in role {1}
which scheduled report {2} belongs
to. The schedule has been deleted.

Unable to run scheduled report {0}
for user {1} because the account is
currently locked.

The schedule report {0} owned by
{1} was successfully sent.

XML Export of report by user [{0}]
failed XML Export of report by
user [{0}] failed.
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Code

2420

2421

2422

2423

2500

2501

2600

2700

2701

2702

2703

Name

Unable to run scheduled data owner

report distribution

Report distribution by data owner failed

Report distribution by data owner
finished

Report distribution to data owner
truncated

Unexpected Error Processing Message

Memory Throttler disabled

Communication error

Monitor Controller started

Monitor Controller stopped

Update transferred to {0}

Update transfer complete

Description

Unable to distribute report {0}
(id={1}) by data owner because
sending of report data has been
disabled.

Report distribution by data owner
for report {0} (id={1}) failed.

Report distribution by data owner
for report {0} (id={1}) finished with
{2} incidents for {3} data owners.
{4} incidents for {5} data owners
failed to be exported.

The report distribution {1} (id={2})
for the data owner "{0}" exceeded
the maximum allowed size. Only

the first {3} incidents were sent to

"{op".

{0} encountered an unexpected
error processing a message. See
the log file for details.

{0} x {1} bytes need to be available
for memory throttling. Only {2}
bytes were available. Memory
Throttler has been disabled.

Unexpected error occurred while
sending {1} updates to {0}. {2}
Please look at the monitor
controller logs for more
information.

Monitor Controller service was
started.

Monitor Controller service was
stopped.

Successfully transferred update
package {1} to detection server {0}.

Successfully transferred update
package {0} to all detection
Servers.



Code

2704

2800

2801
2900

2901

2902

2903

2904

2905

2906

2907

2908

2909

Name

Update of {0} failed

Bad spool directory configured for
Packet Capture

Failed to send list of NICs. {0}
EDM profile search failed {0}

Keys are not ignited

Index folder inaccessible

Created index folder

Invalid index folder

{0} {1} Exact data profile was not
created.

Indexing canceled

Replication canceled

Replication failed

Replication failed

Managing system events and messages
System event codes and messages

Description

Failed to transfer update package
to detection server {0}.

Packet Capture has been
configured with a spool directory:
{0}. This directory does not have
write privileges. Please check the
directory permissions and monitor
configuration file. Then restart
the monitor.

Exact Data Matching will be
disabled until the cryptographic
keys are ignited.

Failed to list files in the index
folder {0}. Check the configuration
and the folder permissions.

The local index folder {0} specified
in the configuration had not
existed. It was created.

The index folder {0} specified in
the configuration does not exist.

Creation of database profile {0}
was canceled.

Canceled replication of database
profile {0} to server {1}.

Connection to database was lost
while replicating database profile
{0} to server {1}.

Database error occurred while
replicating database profile {0} to
server {1}.
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Code

2910

2911

2912

2913

2914

2915

2917

2918

2919

2920

2921

2922

2923

Name

Failed to remove index file

Failed to remove index files

Failed to remove orphaned file

Replication failed

Replication completed

Replication completed

Database profile removed

Loaded database profile

Unloaded database profile

Failed to load database profile {1}

Failed to unload database profile {1}

could not find registered content

Database error

Description

Failed to delete index file {1} of
database profile {0}.

Failed to delete index files {1} of
database profile {0}.

Failed to remove orphaned
database profile index file {0}.

Replication of database profile {0}
to server {2} failed.{1} Check the
monitor controller log for more
details.

Completed replication of database
profile {0} to server {2}. File {1} was
transferred successfully.

Completed replication of database
profile {0} to the server {2}. Files
{1} were transferred successfully.
2916 Database profile removed
Database profile {0} was removed.
File {1} was deleted successfully.

Database profile {0} was removed.
Files {1} were deleted successfully.

Loaded database profile {0} from
{1t

Unloaded database profile {0}.

No incidents will be detected
against database profile {0}.

It may not be possible to reload
the database profile {0} in the
future without monitor restart.

Registered content with ID {0} was
not found in database during
indexing.

Database error occurred during
indexing. {0}



Code

2924

2925

2926

3000

3001

3002

3003

3004

3005

3006

3007

3008

3009

Name

Process shutdown during indexing

Policy is inaccurate

Created exact data profile

{0} {1}

Indexing canceled

Replication canceled

Replication failed

Replication failed

Failed to remove index file

Failed to remove index files

Failed to remove orphaned file {0}

Replication failed

Replication completed

Managing system events and messages
System event codes and messages

Description

The process has been shut down
during indexing. Some registered
content may have failed to create.

Policy "{0}" has one or more rules
with unsatisfactory detection
accuracy against {1}.{2}

Created {0} from file "{1}". Rows
processed: {2} Invalid rows: {3} The
exact data profile will now be
replicated to all Symantec Data
Loss Prevention Servers.

Document profile was not created.

Creation of document profile {0}
was canceled.

Canceled replication of document
profile {0} to server {1}.

Connection to database was lost
while replicating document profile
{0} to server {1}.

Database error occurred while
replicating document profile {0}
to server {1}.

Failed to delete index file {1} of
document profile {0}.

Failed to delete index files {1} of
document profile {0}.

Replication of document profile
{0} to server {2} failed. {1} Check
the monitor controller log for
more details.

Completed replication of
document profile {0} to server {2}.
File {1} was transferred
successfully.
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Code Name Description

3010 Replication completed



Adding a new product
module

This chapter includes the following topics:
m Installing a new license file

m About system upgrades

Installing a new license file

When you first purchase Symantec Data Loss Prevention, upgrade to a later
version, or purchase additional product modules, you must install one or more
Symantec Data Loss Prevention license files. License files have names in the
format name.s1f.

You can also enter a license file for one module to start and, later on, enter license
files for additional modules.

For detailed information about installing the license file for your initial purchase
of Symantec Data Loss Prevention, see the Symantec Data Loss Prevention
Installation Guide for your operating system.

To install a license:
1 Download the new license file.

For information on downloading and extracting a license file, see the
document Acquiring Symantec Data Loss Prevention Software, available at
the Symantec FileConnect site.

Go to System > Settings > General and click Configure.

3 At the Edit General Settings screen, scroll down to the License section.
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About system upgrades

4 IntheInstall License field, browse for the new Symantec Data Loss Prevention
license file you downloaded, then click Save to agree to the terms and
conditions of the end user license agreement (EULA) for the software and to
install the license.

Note: If you do not agree to the terms and conditions of the EULA, you cannot
install the software.

5 To enable full functionality of new product license-related features, restart
the Vontu Manager Service.

See “About Enforce Server services” on page 79.

The Current License list displays the following information for each product
license:

m Product - The individual Symantec Data Loss Prevention product name
m Count - The number of users licensed to use the product

m Status - The current state of the product

m Expiration - The expiration date of license for the product

A month before Expiration of the license, warning messages appear on the System
> Servers > Overview screen. When you see a message about the expiration of
your license, contact Symantec to purchase a new license key before the current
license expires.

About system upgrades

The Upgrade button on the System Overview screen initiates the loading and
upgrading of your system to a newer version of Symantec Data Loss Prevention.

For information about upgrading the Symantec Data Loss Prevention software,
see the Symantec Data Loss Prevention Upgrade Guide.

See “About Symantec Data Loss Prevention administration” on page 55.



Integrating Enforce with
Symantec Protection Center

(SPC)

This chapter includes the following topics:

m About Symantec Protection Center (SPC)

m About Enforce Server integration with SPC

m Considerations and requirements for integrating the Enforce Server with SPC

m Integrating the Enforce Server with SPC

About Symantec Protection Center (SPC)

Symantec Protection Center (SPC) is a common user interface which lets you
centralize data and management of Symantec and third-party security products
on one web console. This consolidation provides increased visibility into the status
of the security of your enterprise systems by letting you see many aspects of
security at one time.

Using SPC you can:

m View reports.

m View notifications.

m Perform remediation tasks.
m Configure SPC settings.

m Manage integrated products.
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About Enforce Server integration with SPC

SPC leverages the power of the Symantec Global Intelligence Network (GIN) to
provide customers with real-time feedback on the security of their enterprise
systems, offering information on detected vulnerabilities, known threats within
customer networks, and malicious traffic exiting customer networks. SPC also
offers intelligent prioritization of security risks to let customers prioritize risk
resolution through integration with patching systems and ticketing systems or
change configuration settings in the security products.

See “About Enforce Server integration with SPC” on page 176.

See “Considerations and requirements for integrating the Enforce Server with
SPC” on page 177.

See “Integrating the Enforce Server with SPC” on page 178.

About Enforce Server integration with SPC

By integrating Symantec Data Loss Prevention with Symantec Protection Center
(SPC), you can administer Data Loss Prevention servers, manage policies, and
remediate incidents from within the SPC interface. This single console is especially
useful if you have other Symantec products that integrate with SPC. For example,
if you also use Symantec Messaging Gateway, you can integrate both it and Data
Loss Prevention with SPC. Doing so would enable you to sign on once for both
products (single sign-on) and monitor and manage both product configurations
from the same SPC interface.

In addition, you can also integration non-Symantec security-related products
with SPC. Refer to the SPC documentation for this type of use.

Note: Integrating your Enforce Server with SPC does not affect the operation of
Symantec Data Loss Prevention. You can still access and use Data Loss Prevention
from the standalone instance of the Enforce Server administration console if you
so choose.

See “Considerations and requirements for integrating the Enforce Server with
SPC” on page 177.

See “Integrating the Enforce Server with SPC” on page 178.
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Considerations and requirements for integrating the
Enforce Server with SPC

Before integrating the Enforce Server with SPC, keep in mind the following
considerations:

Symantec Data Loss Prevention version 11.1 integration with SPC is only at
the interface level. There is no reporting integration for Symantec Data Loss
Prevention through SPC.

Integration with SPC is not compatible with the certificate authentication
installation mode of Symantec Data Loss Prevention.

If you have already installed or enabled Symantec Data Loss Prevention for
certificate authentication mode, and you want to integrate the Enforce Server
with SPC:

m Disable certificate authentication mode for the Enforce Server.

m Integrate the Enforce Server with SPC.
See “Integrating the Enforce Server with SPC” on page 178.

m Renew certificate authentication mode for the Enforce Server.

The ability to integrate the Enforce Server with SPC is enabled by default.
You can disable this feature by changing the SPC authentication setting in the
file \Protect\configManager.properties.

Before integrating the Enforce Server with SPC, adhere to the following
requirements:

Synchronize the system clocks to within the same minute for both the SPC
appliance host and any Enforce Server host you want to integrate with SPC.

Make sure you can ping the SPC host from the host where the Enforce Server
is installed, and vice versa.

Create a dedicated Data Loss Prevention role and user that is granted the
“Symantec Protection Center Registration” privilege.

This privilege allows a user to instruct the Enforce Server to trust a certificate.
This is a significant privilege and is only necessary for registering and
unregistering the Enforce Server with SPC. It is recommended that you revoke
this privilege after you complete the registration of the Enforce Server with
SPC. At the least, you should limit the number of users who are added to this
dedicated role and granted this privilege. Note that the “Symantec Protection
Center Registration” privilege by itself does not allow a user to log on to the
Enforce Server.
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m To give Data Loss Prevention users access to the Enforce Server through SPC,
you must map the Data Loss Prevention users to SPC.
To simplify user access, it is recommended that you create a user in SPC with
the same name and password as the corresponding user account in the Enforce
Server.

See “Integrating the Enforce Server with SPC” on page 178.

Integrating the Enforce Server with SPC

The following steps assume that you have already installed Symantec Protection
Center (SPC). If you do not have an instance of SPC installed, refer to the Symantec
Protection Center Getting Started Guide that is available here
http://www.symantec.com/business/protection-center to obtain and install SPC.
There are two methods for integrating the Enforce Server with SPC:

m By adding a single known Enforce Server instance to SPC.
See Table 10-1 on page 179.

m Bydiscovering and registering one or more Enforce Server instances with SPC.
See Table 10-2 on page 184.

Complete the following steps to integrate a single known Enforce Server instance
with SPC.


http://www.symantec.com/business/protection-center

Integrating Enforce with Symantec Protection Center (SPC)

Integrating the Enforce Server with SPC

Table 10-1 Add a single known Enforce Server instance to SPC
Step |Action Description
Step 1 | Create a dedicated Data Loss | To add or register the Enforce Server

Prevention role and user with
the SPC privilege.

administration console with SPC, you must first
grant the SPC Registration privilege to a Data Loss
Prevention role and assign a user to that role. It
is recommended that you create a dedicated role
and user for the specific purpose of integrating
the Enforce Server with SPC.

To create a dedicated role for integrating the
Enforce Server with SPC:

m Log on to the Enforce Server administration
console as a user with User Administration
privileges.

m Create a new role.

See “Configuring roles” on page 95.

m To this role grant the Symantec Protection
Center Registration privilege.

There is no need to grant this role any other
privileges.

m Create a new user account.

See “Configuring user accounts” on page 103.

m Add the new user to the newly created role.

Note: The Symantec Protection Center
Registration privilege does not allow a user to log
on to the Enforce Server.
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Table 10-1

Integrating Enforce with Symantec Protection Center (SPC)

Add a single known Enforce Server instance to SPC (continued)

Step |Action

Description

Step 2

in SPC.

Add and enable the Symantec
Data Loss Prevention product

To add the Data Loss Prevention product to SPC:

Logon to the SPC appliance as a user with SPC

administrator credentials.

Select the Admin tab.

Click Add Product.

At the Add and Enable Product Instance

screen enter the following information:

m Product
Select Symantec Data Loss Prevention
from the drop-down menu.

m Host name or IP address
Enter the host name or IP address of the
system where the Enforce Server
administration console is installed.

m Product user name
Enter the name of the user you created in
Step 1 who is granted the "Symantec
Protection Center" privilege.
Password
Enter the password for this user.

m Click Enable.
The system indicates successful
enablement.

m Click Finish.

Step 3

Verify that Symantec Data
Loss Prevention was added to
SPC and enabled.

To verify that Data Loss Prevention was added to
SPC:

In the SPC console, navigate to the Admin >
Supported Products screen.

In the Enabled Supported Products tab, verify
that you see that Symantec Data Loss
Prevention 12.0.0.0 is listed and the host name
or IP address of the Enforce Server host that
you have added.
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Integrating the Enforce Server with SPC

Table 10-1 Add a single known Enforce Server instance to SPC (continued)
Step |Action Description
Step 4 | Provide SPC user access to

Symantec Data Loss
Prevention.
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Table 10-1 Add a single known Enforce Server instance to SPC (continued)

Step |Action Description

Once the Enforce Server is integrated with SPC,
you need to map each Data Loss Prevention user
to SPC so that each user can access the Enforce
Server administration console by SPC.

To provide Data Loss Prevention users with access
to the Enforce Server through SPC:

m In the SPC console, select Admin > User
Management.

m Click New to add a new user.

m Select the option Locally Authenticated
Account.

Note: Refer to the SPC documentation for
details on creating multiple user accounts by
LDAP synchronization.

m Enter the User name and Password, and,
optionally, the user’s actual name and email
address.

m Click Next.

m Click Next at the "Protection Center
Permissions" screen.

These permissions are specific to SPC. Since
you are mapping Data Loss Prevention users,
there is no need to give these users SPC
privileges.

m Click Next at the "Grant Organizational Access
Rights" screen.

m At the "Link to Integrated Products" screen:
m Integrated Product

Select the Enforce Server instance that you
added.
m Linked User Name
Enter the name of the Data Loss Prevention
user to whom you want to grant SPC access.
m Click Add to add the new user and mapping.
m Click Save.
The system confirms the privileges granted.
m Click Finish.

Note: The SPC user account can be mapped with
either an Enforce user or an Enforce Role\Enforce
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Table 10-1 Add a single known Enforce Server instance to SPC (continued)

Step |Action Description

user combination. In the user-only method, when
the user logs on to Enforce using SPC, the default
role is used. In the case of the role\user method,
the user logs on to Enforce in the specified role
and cannot change his or her role. When
performing the mapping, you can use the following
syntax while entering the Enforce user name to
lock the user into a specified role: <enforce
role>\<enforce user>, for example:

remediator\bob.
Step 5 | Verify Enforce Server To verify successful integration:
integration with SPC. Log out of SPC.
m Log back into SPC as the user you created in
Step 4.

m Atthe SPC Home screen, select the target icon
in the upper left of the interface.

m Select the Symantec Data Loss Prevention
option.

m Select the host name or IP address of the
Enforce Server instance you added.
The Data Loss Prevention system should
appear with you logged in as the user you
created and mapped.

Step 6 | Troubleshoot any connection | Refer to Step 7 in Table 10-2.
issues.

Step 7 | Revoke the SPC Registration | Once you have successfully integrated your
privilege. Enforce Server instance with SPC, it is
recommended that you disable the user account
that you assigned to the “Symantec Protection
Center Registration” role for SPC integration (Step
1). Once integration is complete, there is no need
for a user to have this privilege. If you need to redo
the integration or unregister the Symantec Data
Loss Prevention product from SPC, you can add
re-enable the user account assigned to the SPC
role.

See Table 10-3 on page 186.
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Complete the following steps to discover and register one or more Enforce Server
instances for integration with SPC, and to troubleshoot any integration issues
you may encounter.

Table 10-2

Steps to discover and register Enforce Server with SPC

Step

Action

Description

Step 1

Grant the SPC Registration
privilege to a Data Loss
Prevention role and user.

Refer to Step 1 in Table 10-1.

Step 2

Discover one or more Enforce
Server instances.

To discover an Enforce Server instance:

Logon to the SPC appliance with administrator
credentials.

Select Admin > Settings > Product Discovery
from the SPC console interface.

Enter the IP address of the Enforce Server host
in the Discovery IP Selection field.
Tointegrate more than Enforce Server instance
with SPC, enter a comma-separated list of IP
addresses.

Select (check) Symantec DLP 12.0.0.0.

Click Discover Products.

A message appears beneath the Discover
Products button that indicates that the Enforce
Server host was successfully discovered.

Step 3

Register one or more Enforce
Server instances with SPC.

To register a discovered Enforce Server instance:

In the SPC console, select Admin > Product
Registration.

Select the tab Available Supported Products.
For the Host name, select the IP address for
the Enforce Server host.

Enter the User name and Password of the Data
Loss Prevention user who has been granted the
"Symantec Protection Center Registration" role
privilege (from Step 1).

Click Enable.

On the right side of the console you should see
a message indicating that the Enforce Server
instance was successfully registered:
“Supported product was successfully enabled!”
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Table 10-2 Steps to discover and register Enforce Server with SPC (continued)
Step |Action Description
Step 4 | Verify that one or more Refer to Step 3 in Table 10-1.
Enforce Server instances were
registered with SPC.
Step 5 | Provide user access to Refer to Step 4 in Table 10-1.

Symantec Data Loss
Prevention from SPC.

Step 6 | Verify Symantec Data Loss Refer to Step 5 in Table 10-1.
Prevention integration with
SPC.

Step 7 | Troubleshoot any connection | To debug connection issues:

issues.
m If your browser cannot connect to the Enforce

Server from SPC, make sure that you have
loaded the Enforce Server certificate in the
browser. You can do this by accessing the
Enforce Server administration console
standalone outside of SPC.

m The Data Loss Prevention users you map to
from within SPC must have appropriate
privileges to access Enforce Server resources,
build policies, and so forth. If you can log on
to the Enforce Server from SPC but cannot do
anything inside the administration console,
update the Data Loss Prevention user
privileges.

m If the registration fails and you receive the
error "A time synchronization error has been
detected," make sure that the system clocks on
both the SPC host and the Enforce Server host
are in sync to the minute.

m If you have integrated more than one Enforce
Server instance, from within SPC click the
arrow beneath the Symantec Data Loss
Prevention product heading and then select
the Enforce Server instance that you want to
access.

Step 8 | Revoke the SPC Registration | Refer to Step 7 in Table 10-1.
privilege.
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The following steps provide instructions for unregistering an Enforce Server
instance from SPC.

Table 10-3 Steps to unregister the Enforce Server from SPC
Step |Action Description
Step 1 | Log on to SPC as an Logon to the SPC appliance as a user with SPC

administrator.

administrator credentials.

Step 2

Unregister the Enforce Server
instance from SPC.

To unregister an Enforce Server instance from
SPC:

m Select Admin > Supported Products.

m Inthe Enabled Supported Products tab, select
the Enforce Server instance you want to
unregister.

m Select Disable Product at the top left of the
screen.

This option is listed beneath the Supported
Products heading.

m Enter the user name and password of the Data
Loss Prevention user who is granted the
Symantec Protection Center Registration
privilege.

m Click Disable.

The system displays a message indicating if
the unregistration completed successfully.
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m Chapter 11. Installing and managing detection servers
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m Chapter 13. Using Symantec Data Loss Prevention utilities
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Installing and managing
detection servers

This chapter includes the following topics:

About managing Symantec Data Loss Prevention servers
Enabling Advanced Process Control

Server controls

Server configuration—basic

Server configuration—advanced

Adding a detection server

Removing a server

Importing SSL certificates to Enforce or Discover servers
About the System Overview screen

Server status overview

Recent error and warning events list

Server Detail screen

Advanced server settings

Advanced agent settings
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About managing Symantec Data Loss Prevention servers

About managing Symantec Data Loss Prevention

servers

Symantec Data Loss Prevention servers are managed from the System > Servers
> Overview screen. This screen provides an overview of your system, including
server status and recent system events. It displays summary information about
all Symantec Data Loss Prevention servers, a list of recent error and warning
events, and information about your license. From this screen you can add or
remove detection servers.

m Click on the name of a server to display its Server Detail screen, from which
you can control and configure that server.

See “Installing a new license file” on page 173.

See “About the Enforce Server administration console” on page 56.
See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.

See “Adding a detection server” on page 207.

See “Removing a server” on page 208.

See “Server controls” on page 192.

See “Server configuration—basic” on page 193.

Enabling Advanced Process Control

Symantec Data Loss Prevention Advanced Process Control lets you start or stop
individual server processes from the Enforce Server administration console. You
do not have to start or stop an entire server. This feature can be useful for
debugging. When Advanced Process Control is off (the default), each Server Detail
screen shows only the status of the entire server. When you turn Advanced Process
Control on, the General section of the Server Detail screen displays individual
processes.

See “Server Detail screen” on page 213.



To enable Advanced Process Control

Installing and managing detection servers
Enabling Advanced Process Control

1 Go to System > Settings > General and click Configure.

The Edit System Settings screen is displayed.

2 Scroll down to the Process Control section and check the Advanced Process

Control box.

3 Click Save.

Table 11-1 describes the individual processes and the servers on which they run

once advanced process control is enabled.

Table 11-1 Advanced processes
Process Description Control
Monitor The Monitor Controller The MonitorController Status is
Controller process controls detection available for the Enforce Server.
Servers.
File Reader The File Reader process The FileReader Status is available for all
detects incidents. detection servers.
Incident Writer | The Incident Writer process | The IncidentWriter Status is available
sends incidents to the Enforce | for all detection servers, unless they are
Server. part of a single-tier installation, in which
case there is only one Incident Writer
process.
Packet Capture | The Packet Capture process | The PacketCapture Status is available
captures network streams. for Network Monitor.
Request The Request Processor The RequestProcessor Status is available
Processor processes SMTP requests. for Network Prevent for Email.
Endpoint The Endpoint Server process | The EndpointServer Status is available
Server interacts with Symantec DLP | for Endpoint Prevent.
Agents.
Detection The Detection Server The DetectionServerDatabase Status is
Server Database process is used for | available for Network Discover.
Database automated incident

remediation tracking.

See “Server configuration—basic” on page 193.
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Server controls

Servers and their processes are controlled from the Server Detail screen.

m To reach the Server Detail screen for a particular server, go to the Overview
screen (System > Servers > Overview) and click on the server's name in the
list.

See “Server Detail screen” on page 213.

The status of the server and its processes appears in the General section of the
Server Detail screen. The Start, Recycle and Stop buttons control server and
process operations.

Current status of the server is displayed in the General section of the Server
Detail screen. The possible values are:

Table 11-2 Server status values
Icon Status
Starting - In the process of starting.
¥
" Running - Running without errors.

Running Selected - Some processes on the server are stopped or have errors.
¥ To see the statuses of individual processes, you must first enable Advanced
Process Control on the System Settings screen.

Stopping - In the process of stopping.

r""

Stopped - Fully stopped.

2 Unknown - The Server has encountered one of the following errors:

m Start. To start a server or process, click Start.
m Recycle. To stop and restart a server, click Recycle.
m Stop. To stop a server or process, click Stop.

m To halt a process during its start-up procedure, click Terminate.
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Note: Status and controls for individual server processes are only displayed if
Advanced Process Control is enabled for the Enforce Server. To enable Advanced
Process Control, go to System > Settings > General > Configure, check the
Advanced Process Control box, and click Save.

m To update the status, click the refresh icon in the upper-right portion of the
screen, as needed.

See “About Symantec Data Loss Prevention administration” on page 55.
See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.

See “Server configuration—basic” on page 193.

See “System events reports” on page 142.

See “Server event detail” on page 146.

Server configuration—basic

Enforce Servers are configured from the System > Settings menu.

Detection servers are configured from each server's individual Configure Server
screen.

To configure a server
1 Gotothe Overview screen (System > Servers > Overview).
2 Click on the name of the server in the list.

That server's Server Detail screen is displayed. In the upper-left portion of
a Server Detail screen are the following buttons:

m Done. Click Done to return to the previous screen.
m Configure. Click Configure to specify a basic configuration for this server.

m Server Settings. Click Server Settings to specify advanced configuration
parameters for this server. Use caution when modifying advanced server
settings. It is recommended that you check with Symantec Support before
changing any of the advanced settings.

See “Server configuration—advanced” on page 206.
See Symantec Data Loss Prevention online Help for information about
advanced server configuration.
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3 Click Configure or Server Settings to display a configuration screen for that
type of server.

4 Specify or change settings on the screen as needed, and then click Save.

Click Cancel to return to the previous screen without changing any settings.

Note: A server must be recycled before new settings take effect.

See “Server controls” on page 192.

The Configure Server screen contains a General section for all detection servers
that contains the following parameters:

m Name. The name you choose to give the server. This name appears in the
Enforce Server administration console (System > Servers > Overview). The
name is limited to 255 characters.

m Host. The host name or IP address of the system hosting the server. Host
names must be fully qualified. If the host has more than one IP address, specify
the address on which the detection server listens for connections to the Enforce
Server.

m Port. The port number used by the detection server to communicate with the
Enforce Server. The default is 8100.

For single-tier installations a Same as Enforce option is available. If the detection
server is installed on the same host as the Endpoint Server, select this option to
automatically populate the Host field with the local IP address (127.0.0.1).

The remaining portions of a Configure Server screen vary according to the type
of server.

See “Network Monitor Server—basic configuration” on page 195.

See “Network Discover Server and Network Protect—basic configuration”
on page 203.

See “Network Prevent for Email Server—basic configuration” on page 197.
See “Network Prevent for Web Server—basic configuration” on page 200.
See “Endpoint Server—basic configuration” on page 204.

See “Server Detail screen” on page 213.

See “Classification Server—basic configuration” on page 205.

See “Server Detail screen” on page 213.
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Network Monitor Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen (System
> Servers > Overview) and click the name of the server in the list. That server's
Server Detail screen appears. Click Configure to display the Configure Server
screen.

A Network Monitor Server's Configure Server screen is divided into a general
section and two tabs:

m General section. Use this section to specify the server's name, host, and port.
See “Server configuration—basic” on page 193.

m Packet Capture tab. Use this tab to configure network packet capture settings.

m SMTP Copy Rule tab. Use this tab to modify the source folder where the server
retrieves SMTP message files.

The top portion of the Packet Capture defines general packet capture parameters.
It provides the following fields:

Field Description

Source Folder Override The source folder is the directory the
server uses to buffer network streams
before it processes them. The
recommended setting is to leave the
Source Folder Override field blank to
accept the default. If you want to
specify a custom buffer directory, type
the full path to the directory.

Archive Folder If you do not want to archive data, leave
the Archive Folder field blank. To
archive data, enter the full path to the
directory you want to use for that
purpose.

Network Interfaces Select the network interface card(s) to
use for monitoring. Note that to
monitor a NIC WinPcap software must
be installed on the Network Monitor
Server.

See the Symantec Data Loss Prevention
Installation Guide for more information
about NICs.
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See “Implementing Network Monitor” on page 1069.

Th Protocol section of the Packet Capture specifies the types of network traffic
(by protocol) to capture. It also specifies any custom parameters to apply. This
section lists the standard protocols that you have licensed with Symantec, and
any custom TCP protocols you have added.

To monitor a particular protocol, check its box. When you initially configure a
server, the settings for each selected protocol are inherited from the system-wide
protocol settings. You configure these settings by going to System > Settings >
Protocol. System-wide default settings are listed as Standard.

Consult Symantec Data Loss Prevention online Help for information about working
with system-wide settings.

To override the inherited filtering settings for a protocol, click the name of the
protocol. The following custom settings are available (some settings may not be
available for some protocols):

m [P filter

m L7 sender filter

m L7 recipient filter

m Content filter

m Search Depth (packets)

m Sampling rate

m Maximum wait until written
m Maximum wait until dropped
m Maximum stream packets

m Minimum stream size

m Maximum stream size

m Segment Interval

m No traffic notification timeout (The maximum value for this setting is 360000
seconds.)

Use the SMTP Copy Rule to modify the source folder where this server retrieves
SMTP message files. You can modify the Source Folder by entering the full path
to a folder.

See “About Symantec Data Loss Prevention administration” on page 55.
See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.
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See “Server configuration—basic” on page 193.
See “Server controls” on page 192.

In addition to the settings available through the Configure Server screen, you
can specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Overview screen. Use caution
when modifying advanced server settings. Check with Symantec Support before
you change any advanced setting.

See “Advanced server settings” on page 215.

See the Symantec Data Loss Prevention online Help for information about
advanced server settings.

Network Prevent for Email Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen (System
> Servers > Overview) and click the name of the server in the list. That server's
Server Detail screen appears. Click Configure to display the Configure Server
screen.

A Network Prevent for Email Server Configure Server screen is divided into a
General section and an Inline SMTP tab. The General section specifies the server's
name, host, and port.

See “Server configuration—basic” on page 193.

Use the Inline SMTP tab to configures different Network Prevent for Email Server
features:

Field Description

Trial Mode Trial mode lets you test prevention
capabilities without blocking requests. When
trial mode is selected, the server detects
incidents and creates incident reports, but
does not block any messages. Deselect this
option to block those messages that are
found to violate Symantec Data Loss
Prevention policies.

Keystore Password If you use TLS authentication in a
forwarding mode configuration, enter the
correct password for the keystore file.

Confirm keystore Password Re-enter the keystore file password.
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Field

Next Hop Configuration

Enable MX Lookup

Description

Select Reflect to operate Network Prevent
for Email Server in reflecting mode. Select
Forward to operate in forwarding mode.

Note: If you select Forward you must also
select Enable MX Lookup or Disable MX
Lookup to configure the method used to
determine the next-hop MTA.

This option applies only to forwarding mode
configurations.

Select Enable MX Lookup to perform a DNS
query on a domain name to obtain the mail
exchange (MX) records for the server.
Network Prevent for Email Server uses the
returned MX records to select the address of
the next hop mail server.

If you select Enable MX Lookup, also add
one or more domain names in the Enter
Domains text box. For example:

companyname .com

Network Prevent for Email Server performs
MX record queries for the domain names
that you specify.

Note: You must include at least one valid
entry in the Enter Domains text box to
successfully configure forwarding mode
behavior.
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Description

This field applies only to forwarding mode
configurations.

Select Disable MX Lookup if you want to
specify the exact hostname or IP address of
one or more next-hop MTAs. Network
Prevent for Email Server uses the hostnames
or addresses that you specify and does not
perform an MX record lookup.

If you select Disable MX Lookup, also add
one or more hostnames or IP addresses for
next-hop MTAs in the Enter Hostnames text
box. You can specify multiple entries by
placing each entry on a separate line. For
example:

smtpl.companyname.com
smtp2.companyname.com
smtp3.companyname.com

Network Prevent for Email Server always
tries to use the first MTA that you specify in
the list. If that MTA is not available, Network
Prevent for Email Server tries the next
available entry in the list.

Note: You must include at least one valid
entry in the Enter Hostnames text box to
successfully configure forwarding mode
behavior.

See the Symantec Data Loss Prevention MTA Integration Guide for Network Prevent
for Email for additional information about configuring Network Prevent for Email

Server options.

See “About Symantec Data Loss Prevention administration” on page 55.

See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.

See “Server configuration—basic” on page 193.

See “Server controls” on page 192.

In addition to the settings available through the Configure Server screen, you
can specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Overview screen. Use caution

199



200

Installing and managing detection servers
Server configuration—basic

when modifying advanced server settings. Check with Symantec Support before
you change any advanced setting.

See “Advanced server settings” on page 215.

See the Symantec Data Loss Prevention online Help for information about
advanced server settings.

Network Prevent for Web Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen (System
> Servers > Overview) and click the name of the server in the list. That server's
Server Detail screen appears. Click Configure to display the Configure Server
screen.

A Network Prevent for Web Server Configure Server screen is divided into a
general section and one tab:

m General section. This section specifies the server's name, host, and port.
See “Server configuration—basic” on page 193.

m ICAP tab. This tab is for configuring Internet Content Adaptation Protocol
(ICAP) capture.

Use the ICAP tab to configure Web-based network traffic. The ICAP tabis divided
into four sections:

m The Trial Mode section enables you to test prevention without blocking traffic.
When trial mode is selected, the server detects incidents and creates incident
reports, but it does not block any traffic. This option enables you to test your
policies without blocking traffic. Check the box to enable trial mode.

m The Request Filtering section configures traffic filtering criteria:

Field Description

Ignore Requests Smaller Than Specify the minimum body
size of HTTP requests to
inspect on this server. The
default value is 4096 bytes.
HTTP requests with bodies
smaller than this number are
not inspected.

Ignore Requests without Attachments Check this box to inspect only
those HTTP requests that
contain attachments.
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Field Description

Ignore Requests to Hosts or Domains Enter the host names or
domains whose requests
should be filtered out

(ignored). Enter one host or
domain name per line.

Ignore Requests from User Agents Enter the names of user agents
whose requests should be
filtered out (ignored). Enter
one agent per line.

The Response Filtering section configures the filtering criteria to manage
HTTP responses:

Field Description

Ignore Responses Smaller Than Enter the minimum body size
of HTTP responses to inspect
on this server. The default
value is 4096 bytes. HTTP
responses with bodies smaller
than this number are not
inspected.

Inspect Content Type Specify the MIME content
types that this server is to
monitor. By default, this field
contains content type values
for standard Microsoft Office,
PDF, and plain-text formats.
You can add other MIME
content type values. Enter
separate content types on
separate lines. For example, to
inspect WordPerfect 5.1 files,
enter
application/wordperfect5.1.

Ignore Responses from Hosts or Domains Enter the host names or
domains whose responses are
to be ignored. Enter one host
or domain name per line.
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Field Description

Ignore Responses to User Agents Enter the names of user agents
whose responses are to be
ignored. Enter one user agent
per line.

m The Connection section configures settings for the ICAP connection between
an HTTP proxy server and the Network Prevent for Web Server:

Field Description

TCP Port Specify the TCP port number
that this server is to use to
listen to ICAP requests. The
same value must be configured
on the HTTP proxy sending
ICAP requests to this server.
The recommended value is
1344.

Maximum Number of Requests Enter the maximum number
of simultaneous ICAP
connections from the HTTP
proxy that are allowed. The
default is 25.

Maximum Number of Responses Enter the maximum number
of simultaneous ICAP
response connections from the
HTTP proxy or proxies that
are allowed. The default is 25.

Connection Backlog Enter the maximum number
of waiting connections
allowed. Each waiting
connection means that a user
waits at their browser. The
minimum value is 1.

See “Configuring Network Prevent for Web Server” on page 1095.
See “About Symantec Data Loss Prevention administration” on page 55.
See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.
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See “Server configuration—basic” on page 193.
See “Server controls” on page 192.

In addition to the settings available through the Configure Server screen, you
can specify advanced settings for this server. To specify advanced configuration
parameters, click Server Settings on the server's Overview screen. Use caution
when modifying advanced server settings. Check with Symantec Support before
you change any advanced setting.

See “Advanced server settings” on page 215.

See the Symantec Data Loss Prevention online Help for information about
advanced server settings.

Network Discover Server and Network Protect—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure screen for a server, go to the Overview screen
(System > Servers > Overview) and click on the name of the server in the list.
That server's Server Detail screen is displayed. Click Configure. The server's
Configure Server screen is displayed.

See “Modifying the Network Discover Server configuration” on page 1114.

A Network Discover Server's Configure Server screen is divided into a general
section and one tab:

m General section. This section is for specifying the server's name, host, and
port.
See “Server configuration—basic” on page 193.

m Discover tab. This tab is for modifying the number of parallel scans that run
on this Discover Server.
The maximum count can be increased at any time. After it is increased, any
queued scans that are eligible to run on the Network Discover Server are
started. The count can be decreased only if the Network Discover Server has
no running scans. Before you reduce the count, pause, or stop, all scans running
on the server.

To view the scans running on Network Discover Servers, go to Manage >
Discover Scanning > Discover Targets.

See “About Symantec Data Loss Prevention administration” on page 55.
See “Server Detail screen” on page 213.
See “Server configuration—basic” on page 193.

See “Server controls” on page 192.
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In addition to the settings available through the Configure Server screen, you
can also specify advanced settings for this server. To specify advanced
configuration parameters, click Server Settings on the Server Detail screen. Use
caution when modifying advanced server settings. It is recommended that you
check with Symantec Support before changing any of the advanced settings.

See “Advanced server settings” on page 215.

Endpoint Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure screen for a server, go to the Overview screen
(System > Servers > Overview) and click the name of the server. The Server Detail
screen for that server is displayed. Click Configure to display the Configure Server
screen for that server.

See “Adding a detection server” on page 207.

The Configure Server screen for an Endpoint Server is divided into a general
section and the following tabs:

m General. This section is for specifying the server name, host, and port.
See “Server configuration—basic” on page 193.

m Agent. This section is for configuring the Endpoint Server to a specific endpoint
configuration.
See “Adding agent configurations” on page 1342.

Agent Listener. Use this section to configure the Endpoint Server to listen for
connections from Symantec DLP Agents:

Field Description

Bind address Enter the IP address on which the Endpoint Server listens for
communications from the Symantec DLP Agents. The default IP
address is 0.0.0.0 which allows the Endpoint Server to listen on all
host IP addresses.

Port Enter the port over which the Endpoint Server listens for
communications from the Symantec DLP Agents.

Agent Configuration. Use this section to specify which agent configuration module
you want to associate with the new Endpoint Server.
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Description

Use the drop-down menu to select the agent
configuration module that you want. If only
one module has been defined, Endpoint
Servers are automatically associated with
the agent configuration.

See “About agent configurations” on page 1341.

Classification Server—basic configuration

Detection servers are configured from each server's individual Configure Server
screen. To display the Configure Server screen, go to the Overview screen (System
> Servers > Overview) and click the name of the server in the list. The Server
Detail screen for that server appears. Click Configure to display the Configure

Server screen.

The Configure Server screen for a Classification Server is divided into two sections:

m General section. This section specifies the server name, host, and port that is
used for communicating with the Enforce Server.
See “Server configuration—basic” on page 193.

m Classification section. This section specifies the connection properties that
the Data Classification for Enterprise Vault filter uses to communicate with

the Classification Server.

Use the fields of the Classification section to configure connection properties for

the server:

Maximum number of sessions

Session Timeout (in milliseconds)

Enter the maximum number of concurrent
sessions that the Classification Server can
accept from Data Classification for
Enterprise Vault filters. The default is 12.
The maximum number of sessions that a
Classification Server can support depends
on the CPU and memory available to the
server. See the Symantec Enterprise Vault
Data Classification Services Implementation
Guide for more information.

Enter the maximum number of milliseconds
that a Data Classification for Enterprise
Vault filter can remain idle before the
Classification Server terminates the session.
The default value is 30000 milliseconds.
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Classification Service Port Specify the port number on which the
Classification Server accepts connections
from Data Classification for Enterprise Vault
filters. The default port is 10080.

Note: The Classification Server is used only with the Symantec Enterprise Vault
Data Classification solution, which is licensed separately from Symantec Data
Loss Prevention. You must configure the Enterprise Vault Data Classification
Services filter and Classification Server to communicate with one another. See
the Symantec Enterprise Vault Data Classification Services Implementation Guide
for more information.

Server configuration—advanced

Symantec Data Loss Prevention provides advanced server configuration settings
for each detection server in your system.

Note: Check with Symantec Support before changing any advanced settings. If
you make a mistake when changing advanced settings, you can severely degrade
performance or even disable the server entirely.

To change an advanced configuration setting for a detection server

1 Goto System > Servers > Overview and click on the name of the detection
server.

That server's Server Detail screen appears.
2 Click Server Settings.
The Advanced Server Settings screen appears.

See Symantec Data Loss Prevention online Help for information about
advanced server configuration.

See “Advanced server settings” on page 215.
With the guidance of Symantec Support, modify the appropriate setting(s).
Click Save.

Changes to settings on this screen normally do not take effect until you restart
the server.

See “Server configuration—basic” on page 193.
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Adding a detection server

Add the detection servers that you want to your Symantec Data Loss Prevention
system from the System > Servers > Overview screen.

You can add the following types of servers:

Network Monitor Server, which monitors network traffic.

Network Protect Server, which inspects stored data for policy violations
(Network Discover).

Network Prevent for Email Server, which prevents SMTP violations.

Network Prevent for Web Server, which prevents ICAP proxy server violations
such as FTP, HTTP, and HTTPS.

Mobile Prevent for Web Server, which monitors and prevents HTTPS, HTTPS,
and FTP violations over mobile devices using a VPN.

Mobile Email Monitor Server, which monitors corporate emails that are sent
through Microsoft Exchange ActiveSync and downloaded to mobile devices.

Note: If your Symantec Data Loss Prevention license includes both Mobile
Prevent for Web and Network Prevent for Web Servers you add a single
detection server called Network and Mobile Prevent for Web Server.

Endpoint Server, which controls Symantec DLP Agents that monitor endpoint
computers.

Classification Server, which analyzes email messages that are sent from a
Symantec Enterprise Vault filter, and provides a classification result that
Enterprise Vault can use to perform tagging, archival, and deletion as
necessary.

To add a detection server

1

Go to the System Overview screen (System > Servers > Overview).
See “About the System Overview screen” on page 210.

Click Add Server.

The Add Server screen appears.

Select the type of server you want to install and click Next.

The Configure Server screen for that detection server appears.
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4  To perform the basic server configuration, use the Configure Server screen,

then click Save when you are finished.

See “Network Monitor Server—basic configuration” on page 195.

See “Network Prevent for Email Server—basic configuration” on page 197.
See “Network Prevent for Web Server—basic configuration” on page 200.

See “Network Discover Server and Network Protect—basic configuration”
on page 203.

See “Adding and configuring the Mobile Email Monitor Server ” on page 1450.
See “Endpoint Server—basic configuration” on page 204.

See “Classification Server—basic configuration” on page 205.

To return to the System Overview screen, click Done.

Your new server is displayed in the Servers list with a status of Unknown.
Click on the server to display its Server Detail screen.

See “Server Detail screen” on page 213.

Click [Recycle] to restart the server.

Click Done to return to the System Overview screen.

When the server is finished restarting, its status displays Running.

If necessary, click Server Settings on the Server Detail screen to perform
Advanced Server configuration.

See “Advanced server settings” on page 215.

See Symantec Data Loss Prevention online Help for information about
Advanced Server configuration.

See “Server configuration—basic” on page 193.

Removing a server

See the appropriate Symantec Data Loss Prevention Installation Guide for

information about uninstalling Symantec Data Loss Prevention from a server.

An Enforce Server administration console lists the detection servers registered
with it on the System > Overview screen. If Symantec Data Loss Prevention is
uninstalled from a detection server, or that server is stopped or disconnected

from the network, its status is shown as Unknown on the console.

A detection server can be removed (de-registered) from an Enforce Server

administration console. When a detection server is removed from an Enforce
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Server, its Symantec Data Loss Prevention services continue to operate. This
means that even though a detection server is de-registered from Enforce, it
continues to function unless some action is taken to halt it. In other words, even
though it is removed from an Enforce Server administration console, a detection
server continues to operate. Incidents it detects are stored on the detection server.
If a detection server is re-registered with an Enforce Server, incidents detected
and stored are then forwarded to Enforce.

To remove (de-register) a detection server from Enforce
1 Goto System > Overview.
See “About the System Overview screen” on page 210.

2 Inthe Servers section of the screen, click the red X on a server's status line
to remove it from this Enforce Server administration console.

See “Server controls” on page 192.
3 Click OK to confirm.

The server's status line is removed from the System Overview list.

Importing SSL certificates to Enforce or Discover

servers

You can import SSL certificates to the Java trusted keystore on the Enforce or
Discover servers. The SSL certificate can be self-signed (server) or issued by a
well-known certificate authority (CA).

You may need to import an SSL certificate to make secure connections to external
servers such as Active Directory (AD). If a recognized authority has signed the
certificate of the external server, the certificate is automatically added to the
Enforce Server. If the server certificate is self-signed, you must manually import
it to the the Enforce or Discover Servers.

Table 11-3 Importing an SSL certificate to Enforce or Discover

Step | Description

1 Copy the certificate file you want to import to the Enforce Server or Discover Server
computer.
2 Change directory to c: \SymantecDLP\jre\bin onthe Enforce Server or Discover

Server computer.
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Table 11-3 Importing an SSL certificate to Enforce or Discover (continued)

Step

Description

3

Execute the keytool utility with the -importcert option to import the public
key certificate to the Enforce Server or Discover Server keystore:

keytool -importcert -alias new endpointgroup alias
-keystore ..\lib\security\cacerts -file my-domaincontroller.crt

In this example command, new_endpointgroup_aliasis a new alias to assign to the
imported certificate and my-domaincontroler.crt is the path to your certificate.

When you are prompted, enter the password for the keystore.

By default, the password is changeit. If you want you can change the password
when prompted.

To change the password, use: keytool -storepassword -alias

new_endpointgroup alias -keystore ..\lib\security\cacerts

Answer Yes when you are asked if you trust this certificate.

Restart the Enforce Server or Discover Server.

See “Configuring directory server connections” on page 132.

About the System Overview screen

The System Overview screen is reached by System > Servers > Overview. This
screen provides a quick snapshot of system status. It lists information about the
Enforce Server, and each registered detection server.

The System Overview screen provides the following features:

m The AddServer button is used to register a detection server. When this screen
is first viewed after installation, only the Enforce Server is listed. You must
register your various detection servers with the Add Server button. After you
register detection servers, they are listed in the Servers section of the screen.
See “Adding a detection server” on page 207.

m The Upgrade button is for upgrading Symantec Data Loss Prevention to a
newer version.
See “About system upgrades” on page 174.
See also the appropriate Symantec Data Loss Prevention Upgrade Guide.

m The Servers section of the screen displays summary information about each
server's status. It can also be use to remove (de-register) a server.
See “Server status overview” on page 211.
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m The Recent Error and Warning Events section shows the last five events of
error or warning severity for any of the servers listed in the Servers section.

See “Recent error and warning events list” on page 213.

m The License section of the screen lists the Symantec Data Loss Prevention
individual products that you are licensed to use.

See “Server configuration—basic” on page 193.

See “About Symantec Data Loss Prevention administration” on page 55.

Server status overview

The Server section of the System Overview screen is reached by System > Servers
>Qverview. This section of the screen provides a quick overview of system status.

Table 11-4 Server statuses
Icon Status Description
Starting The server is starting up.
¥
} Running The server is running normally without errors.
Running Selected | Some Symantec Data Loss Prevention processes on the
- server are stopped or have errors. To see the statuses of
individual processes, you must first enable Advanced
Process Control on the System Settings screen.
See “Enabling Advanced Process Control” on page 190.
. Stopping The server is in the process of stopping Symantec Data Loss
= Prevention services.
See “About Enforce Server services” on page 79.
Stopped All Symantec Data Loss Prevention processes are stopped.
2 Unknown The server is experiencing one of the following errors:

The Enforce Server is not reachable from server.
Symantec Data Loss Prevention is not installed on the
server.

A license key has not been configured for the Enforce
Server.

There is problem with Symantec Data Loss Prevention
account permissions in Windows.
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For each server, the following additional information appears. You can also click
on any server name to display the Server Detail screen for that server.

Table 11-5 Server status additional information

Column name

Description

Messages (Last 10 sec)

The number of messages processed in the last 10 seconds

Messages (Today)

The number of messages processed since 12 am today

Incidents (Today)

The number of incidents processed since 12 am today

For Endpoint Servers, the Messages and Incidents are not
aligned. This is because messages are being processed at
the Endpoint and not the Endpoint Server. However, the
incident count still increases.

Incident Queue

For the Enforce Server, this is the number of incidents that
are in the database, but do not yet have an assigned status.
This number is updated whenever this screen is generated.

For the other types of servers, this is the number of incidents
that have not yet been written to the Enforce Server. This
number is updated approximately every 30 seconds. If the
server is shut down, this number is the last number updated
by the server. Presumably the incidents are still in the
incidents folder.

Message Wait Time

The amount of time it takes to process a message after it
enters the system. This data applies to the last message
processed. If the server that processed the last message is
disconnected, this is N/A.

To see details about a server

¢ Click on any server name to see additional details regarding that server.

See “Server Detail screen” on page 213.

To remove a server from an Enforce Server

& Click the red X for that server, and then confirm your decision.

Note: Removing (de-registering) a server only disconnects it from this Enforce
Server server, it does not stop the detection server from operating.

See “Removing a server” on page 208.
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Recent error and warning events list

The Recent Error and Warning Events section of the System Overview screen
is reached by Systern > Servers > Overview. This section of the screen shows the
last five events of either error or warning severity for any of the servers listed in
the Servers section.

Table 11-6

Recent error and warning events information

Column name

Description

Type

[

The yellow triangle indicates a warning, the red circle indicates an
error.

Time

The date and time when the event occurred.

Server

The name of the server on which the event occurred.

Host

The IP address or name of the machine where the server resides. The
server and host names may be the same.

Code

The system event code. The Message column provides the code text.
Event lists can be filtered by code number.

Message

A summary of the error or warning message that is associated with
this event code.

m To display alist of all error and warning events, click Show all .

m To display the Event Detail screen for additional information about that
particular event, click an event.

See “About the System Overview screen” on page 210.

See “System events reports” on page 142.

See “Server event detail” on page 146.

Server Detail screen

The Server Detail screen provides detailed information about a single selected
server. The Server Detail screen is also used to control and configure a server.
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Server Detail screen

To display the Server Detail screen for a particular server

1 Navigate to the System > Servers > Overview screen.

2  Click the detection server name in the Server Overview list.
See “About the System Overview screen” on page 210.

The Server Detail screen is divided into sections. The sections listed below are
displayed for all server types. The system displays sections based on the type of
detection server.

Table 11-7 Server Detail screen display information

Server Detail Description
display sections

General The General section identifies the server, displays system status
and statistics, and provides controls for starting and stopping the
server and its processes.

See “Server controls” on page 192.

Configuration The Configuration section displays the Channels, Policy Groups,
Agent Cofiguration, User Device, and Cofiguration Status for the
detection server.

Agent Summary The Agent Summary section displays a summary of all agents
assigned to the Endpoint Server.

Click the number next to an agent status to view agent details on
the System > Agents > Overview > Summary Reports screen.

Note: The system only displays the Agent Summary section for an
Endpoint Server.

Recent Error and The Recent Error and Warning Events section displays the five
Warning Events most recent Warning or Severe events that have occurred on this
server.

Click on an event to show event details. Click show all to display all
error and warning events.

See “About system events” on page 141.

All Recent Events | The All Recent Events section displays all events of all severities
that have occurred on this server during the past 24 hours.

Click on an event to show event details. Click show all to display all
detection server events.
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Table 11-7 Server Detail screen display information (continued)

Server Detail
display sections

Description

Deployed Data
Profiles

The Deployed Data Profile section lists any Exact Data or Document
Profiles you have deployed to the detection server. The system
displays the version of the index in the profile.

See “Data Profiles” on page 335.

See “About the System Overview screen” on page 210.

See “Server configuration—basic” on page 193.

See “Server controls” on page 192.

See “System events reports” on page 142.

See “Server event detail” on page 146.

Advanced server settings

Use the Server Settings tab of a detection server's System > Servers > Overview

> Server Detail screen to modify the settings on that server.

Use caution when modifying these settings on a server. It is recommended that
you check with Symantec Support before changing any of the settings on this

screen. Changes to these settings normally do not take effect until after the server

has been restarted.

There are no advanced settings on the Enforce Server that can be modified from

its server detail screen.
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Table 11-8 Detection server advanced settings
Setting Default Description
BoxMonitor.Channels varies The values are case sensitive and

comma-separated if multiple.

Although any mix of them can be
configured, the following are the
officially supported configurations:

m Network Monitor Server: Packet
Capture, Copy Rule
m Discover Server: Discover

Endpoint Server: Endpoint

m Network Prevent for Email: Inline
SMTP

m  Network Prevent for Web: ICAP

m Mobile Email Monitor: ICAP

m C(lassification Server: Classification

BoxMonitor.DetectionServerDatabase on Enables the BoxMonitor process to
start the Automated Incident
Remediation Tracking database on the
Detection Server. If you set thisto of f,
you must start the remediation
tracking database manually.

BoxMonitor.DetectionServerDatabaseMemory See description Any combination of JVM memory flags
can be used. The default setting is:
-Xrs -Xms300M -Xmx1024M
-XX:4+UseG1GC.

BoxMonitor.DiskUsageError 90 The amount of disk space filled (as a
percentage) that will trigger a severe
system event. For instance, if
Symantec Data Loss Prevention is
installed on the C drive and this value
is 90, then the detection server creates
asevere system event when the C drive
usage is above 90%.
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Detection server advanced settings (continued)

Setting

Default

Description

BoxMonitor.DiskUsageWarning

80

The amount of disk space filled (as a
percentage) that will trigger a warning
system event. For instance, if
Symantec Data Loss Prevention is
installed on the C drive and this value
is 80, then the detection server
generates a warning system event
when the C drive usage is above 80%.

BoxMonitor.EndpointServer

on

Enables the Endpoint Server.

BoxMonitor.EndpointServerMemory

Any combination of JVM memory flags
can be used. For example: -Xrs
-Xms300M -Xmx1024M

BoxMonitor.FileReader

on

If off, the BoxMonitor cannot start the
FileReader, although it can still be
started manually.

BoxMonitor.FileReaderMemory

FileReader JVM command line
arguments. For example: -Xrs
-Xms1200M -Xmx1200M

BoxMonitor.HeartbeatGapBeforeRestart

960000

The time interval (in milliseconds) that
the BoxMonitor waits for a monitor
process (for example, FileReader,
IncidentWriter) to report the
heartbeat. If the heartbeat is not
received within this time interval the
BoxMonitor restarts the process.

BoxMonitor.IncidentWriter

on

If off, the BoxMonitor cannot start the
IncidentWriter in the two-tier mode,
although it can still be started
manually. This setting has no effect in
the single-tier mode.

BoxMonitor.IncidentWriterMemory

IncidentWriter JVM command line
arguments. For example: -Xrs

BoxMonitor.InitialRestartWaitTime

5000

BoxMonitor.MaxRestartCount
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

BoxMonitor.MaxRestartCountDuringStartup 5

The maximum times that the Monitor
server will attempt to restart on its
own.

BoxMonitor.PacketCapture

on

If off, the BoxMonitor cannot start
PacketCapture, although it can still be
started manually. The PacketCapture
channel must be enabled for this
setting to work.

BoxMonitor.PacketCaptureDirectives

PacketCapture command line
parameters (in Java). For example: -Xrs

BoxMonitor.ProcessLaunchTimeout

30000

The time interval (in milliseconds) for
a monitor process (e.g. FileReader) to
start.

BoxMonitor.ProcessShutdownTimeout

45000

The time interval (in milliseconds)
allotted to each monitor process to
shut down gracefully. If the process is
still running after this time the
BoxMonitor attempts to kill the
process.

BoxMonitor.RequestProcessor

on

If off, the BoxMonitor cannot start the
RequestProcessor; although, it can still
be started manually. The Inline SMTP
channel must be enabled for this
setting to work.

BoxMonitor.RequestProcessorMemory

Any combination of JVM memory flags
can be used. For example: -Xrs
-Xms300M -Xmx1300M

BoxMonitor.RmiConnectionTimeout

15000

The time interval (in milliseconds)
allowed to establish connection to the
RMI object.

BoxMonitor.RmiRegistryPort

37329

The TCP port on which the BoxMonitor
starts the RMI registry.

BoxMonitor.StatisticsUpdatePeriod

10000

The monitor statistics are updated
after this time interval (in
milliseconds).
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
Classification.BindAddress 0.0.0.0 The IP address on which the

Classification Server accepts messages
for detection. By default, the
Classification Server listens on all
interfaces (0.0.0.0). If you have a
multi-homed server computer and you
want to limit classification requests to
a specific network interface, enter the
IP address of that interface in this
field.

Classification.MaxMemory 120M The maximum amount of memory that
the Classification Server allocates.
After this limit is reached, any
additional requests to classify
Exchange messages are spooled to disk
until memory is freed.

Classification.SessionReapInterval 20000 The time interval (in milliseconds)
after which the Classification Server
purges stale sessions.

Classification.WebserviceLogRententionDays 7 The number of days to retain the
Classification Server web service
request log. These log files are stored
in
c:\SymantecDLP\Protect\logs\jetty
(Windows) or
/var/log/SymantecDLP/logs/jetty

(Linux).
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

ContentExtraction.EnableMetaData

off

Allows detection on file metadata. If
the setting is turned on, you can detect
metadata for Microsoft Office and PDF
files. For Microsoft Office files, OLE
metadatais supported, which includes
the fields Title, Subject, Author, and
Keywords. For PDF files, only
Document Information Dictionary
metadatais supported, which includes
fields such as Author, Title, Subject,
Creation, and Update dates. Extensible
Metadata Platform (XMP) content is
not detected. Note that enabling this
metadata detection option can cause
false positives.

ContentExtraction.LongContentSize

1M

If the message component exceeds this
size (in bytes) then the
ContentExtraction.LongTimeout is
used instead of
ContentExtraction.ShortTimeout.

ContentExtraction.LongTimeout

Varies

The default value for this setting varies
depending on detection server type
(60,000 or 120,000).

The time interval (in milliseconds)
given to the ContentExtractor to
process a document larger than
ContentExtraction.LongContentSize.
If the document cannot be processed
within the specified time it's reported
as unprocessed. This value should be
greater than
ContentExtraction.ShortTimeout and
less than
ContentExtraction.RunawayTimeout.

ContentExtraction.MarkupAsText

off

Bypasses Content Extraction for files
that are determined to be XML or
HTML. This should be used in cases
such as web 2.0 pages containing data
in the header block or script blocks.
Default is off.
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Detection server advanced settings (continued)

Setting

Default

Description

ContentExtraction.MaxContentSize

30M

The maximum size (in MB) of the
document that can be processed by the
ContentExtractor.

ContentExtraction.RunawayTimeout

300,000

The time interval (in milliseconds)
given to the ContentExtractor to finish
processing of any document. If the
ContentExtractor does not finish
processing some document within this
time it will be considered unstable and
it will be restarted. This value should
be significantly greater than
ContentExtraction.LongTimeout.

ContentExtraction.ShortTimeout

30,000

The time interval (in milliseconds)
given to the ContentExtractor to
process a document smaller than
ContentExtraction.LongContentSize.
If the document cannot be processed
within the specified time it is reported
as unprocessed. This value should be
less than
ContentExtraction.LongTimeout.

ContentExtraction.TrackedChanges

off

Allows detection of content that has
changed over time (Track Changes
content) in Microsoft Office
documents.

Note: Using the foregoing option
might reduce the accuracy rate for IDM
and data identifiers. The default is set
to off (disallow).

Toindex content that has changed over
time, set
ContentExtraction.TrackedChanges=on
in file
\Protect\config\Indexer.properties.
The default and recommended setting
is
ContentExtraction.TrackedChanges=off.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
DDM.MaxBinMatchSize 300,000,000 The maximum size (in bytes) used to

generate the MD5 hash for an exact
binary match in an IDM. This setting
should NOT be changed. The following
conditions MUST be matched for IDM
to work correctly:

B 1 - This setting must be exactly
identical to the
max_bin_match_size setting on the
Enforce Server in file
indexer.properties.

m 2 - This setting must be smaller or
equal to the FileReader.FileMaxSize
value.

m 3 - This setting must be smaller or
equal to the
ContentExtraction.MaxContentSize
value on the Enforce Server in file

indexer.properties.

Note: Changing 1) and/or 3) requires
re-indexing all IDM files.

DDM.UseJavaMD5 false Setting this flag to true makes the
indexer/detection use the default Java
MDS5. False uses a faster MD5 library.
In general, this setting should not be
changed. If it is it must match the
setting in the Indexer.properties
file.

Detection.EncodingGuessingDefaultEncoding 1S0-8859-1 Specifies the backup encoding assumed
for a byte stream.

Detection.EncodingGuessingEnabled on Designates whether the encoding of
unknown byte streams should be
guessed.

Detection.EncodingGuessingMinimumConfidence | 50 Specifies the confidence level required
for guessing the encoding of unknown
byte streams.
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Detection server advanced settings (continued)

Setting

Default

Description

DI.MaxViolations

100

Specifies the maximum number of
violations allowed with data
identifiers.

Discover.CountAllFilteredItems

false

Provides more accurate scan statistics
by counting the items in folders
skipped because of filtering. To count
all items, set this setting to true.

Discover.Exchange.FollowRedirects

true

Specifies whether to follow redirects.
Symantec Data Loss Prevention follows
redirects only from the public root
folder.

Discover.Exchange.ScanHiddenItems

false

Scan hidden items in Exchange
repositories, when set to true.

Discover.Exchange.UseSecureHttpConnections true

Specifies whether connections to
Exchange repositories and Active
Directory are secure when using the
Exchange Web Services crawler.

Discover.FileSystem.OnlyAutoDiscoverAdministrativeShares | false

Specifies whether file system scans will
discover all open shares on a specified
server or only administrative shares
corresponding to logical drives, such
as C$, D$, and so on.

Discover.IgnorePstMessageClasses

TRV Task, RERT. RN IR,

REPCRT. IPM.Note.. TPNRN.

TRV.Apointent, TM.Gtact, | This setting specifies a

comma-separated list of .pst message
classes. All items in a .pst file that have
a message class in the list will be
ignored (no attempt will be made to
extract the .pst item). This setting is
case sensitive.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

Discover.IncludePstMessageClasses

IPM.Note

This setting specifies a
comma-separated list of .pst message
classes. All items in a .pst file that have
a message class in the list will be
included.

When both the include setting and the
ignore setting are defined,
Discover.IncludePstMessageClasses
takes precedence.

Discover.PollInterval

10000

Specifies the time interval (in
milliseconds) at which Enforce
retrieves data from the Discover
monitor while scanning.

Discover.Sharepoint.FetchACL

true

Turns off ACL fetching for integrated
SharePoint scans. The default value is
true (on).

Discover.ValidateSSLCertificates

false

Set to true to enable validation of the
SSL certificates for the HTTPS
connections for SharePoint and
Exchange targets. When validation is
enabled, scanning SharePoint or
Exchange servers using self-signed or
untrusted certificates fails. If the
SharePoint web application or
Exchange server is signed by a
certificate issued by a certificate
authority (CA), then the server
certificate or the server CA certificate
must reside in the Java trusted
keystore used by the Discover Server.
If the certificate is not in the keystore,
you must import it manually using the
keytool utility.

See “Importing SSL certificates to
Enforce or Discover servers”
on page 209.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
EDM.MatchCountVariant 3 Specifies how matches are counted.

m 1 - counts the number of matched
database rows regardless of use of
the same tokens across several
matches

B 2 -eliminates matches that consist
of identical sets of tokens

B 3-eliminates matches that consist
of a subset of tokens from some
other match (the default)

See “Configuring exact data match
counting” on page 434.

EDM.MaximumNumberOfMatchesToReturn 100 Defines a top limit on the number of
matches returned from each RAM
index search. For multi-file indices,
this limit is applied to each sub-index
search independently before the search
results are combined. As a result the
number of actual matches can exceed
this limit for multiple file indices.

EDM.RunProximityLogic true If true, runs the token proximity check.
The free-form (a.k.a. simple) text
proximity is defined by
EDM.SimpleTextProximityRadius
setting. The tabular text proximity is
defined by belonging to the same table
row.

EDM.SimpleTextProximityRadius 35 Number of tokens to the left and to the
right of the current token that are
evaluated together when the proximity
check is enabled.

EDM.VerifyJohnJohnCases true Specifies whether to consider matches
where more than one database column
has the same value. For example, the

first name is John and the last name is
John. This verification incurs a slight
performance penalty.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

EndpointMessageStatistics.MaxFileDetectionCount | 100

The maximum number of times a valid
file will be scanned. The file must not
cause an incident. After exceeding this
number, a system event is generated
recommending that the file be filtered
out.

EndpointMessageStatistics.MaxFolderDetectionCount | 1800

The maximum number of times a valid
folder will be scanned. The folder must
not cause an incident. After exceeding
this number, a system event is
generated recommending that the file
be filtered out.

EndpointMessageStatistics.MaxMessageCount 2000

The maximum number of times a valid
message will be scanned. The message
must not cause an incident. After
exceeding this number, a system event
is generated recommending that the
file be filtered out.

EndpointMessageStatistics.MaxSetSize

The maximum list of hosts displayed
from where valid files, folders, and
messages come. When a system event
for

EndpointMessageStatistics MaxMessageCount
is generated, Symantec Data Loss
Prevention lists the host machines
where these system events were
generated. This setting limits the
number of hosts displayed in the list.

EndpointServer.Discover.ScanStatusBatchInterval | 60000

The interval of time in milliseconds
the aggregator will accumulate scan
statuses before sending them to the
MonitorController as a batch.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

EndpointServer.EndpointSystemEventQueueSize

20000

The maximum number of system
events that can be stored in the
endpoint agent's queue to be sent to
the Endpoint Server. If the database
connection is lost or some other
occurrence results in a massive
number of system events, any
additional system events that occur
after this number is reached are
discarded. This value can be adjusted
according to memory requirements.

EndpointServer.MaxPercentageMemToStoreEndpointFiles

60

The maximum amount (in percentage)
of memory to use to store shadow
cache files.

EndpointServer.MaxTimeToKeepEndpointFilesOpen

20000

The time interval (in minutes) that the
endpoint file is kept open or the file
size can exceed the
EndpointServer.MaxEndpointFileSize
setting whichever occurs first.

EndpointServer.MaxTimeToWaitForWriter

1000

The maximum time (in milliseconds)
that the agent will wait to connect to
the server.

EndpointServer.NoOfRecievers

15

The number of endpoint shadow cache
file receivers.

EndpointServer.NoOfWriters

10

The number of endpoint shadow cache
file writers.

FileReader.MaxFileSize

30M

The maximum size (in MB) of a
message to be processed. Larger
messages are truncated to this size.

FileReader.MaxFileSystemCrawlerMemory

30M

The maximum memory that is
allocated for the File System Crawler.
If this value is less than
FileReader.MaxFileSize, then the
greater of the two values is assigned.

FileReader.MaxReadGap

15

The time that a child process can have
databut not have read anything before
it stops sending heartbeats.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

FileReader.ScheduledInterval

1000

The time interval (in milliseconds)
between drop folder checks by the
filereader. This affects Copy Rule,
Packet Capture, and File System
channels only.

Icap.AllowHosts

any

The default value of "any" permits all
systems to make a connection to the
Network Prevent for Web Server on
the ICAP service port. Replacing "any"
with the IP address or Fully-Qualified
Domain Name (FQDN) of one or more
systems restricts ICAP connections to
just those designated systems. To
designate multiple systems, separate
their IP addresses of FQDNs by
commas.

Icap.AllowStreaming

false

If true, ICAP output is streamed to the
proxy directly without buffering the
ICAP request first. NetApp NetCache
6.0 does not support such streaming.

Icap.BindAddress

0.0.0.0

IP address to which a Network Prevent
for Web Server listener binds. When
BindAddress is configured, the server
will only answer a connection to that
IP address. The default value 0f 0.0.0.0
is a wild card that permits listening to
all available addresses including
127.0.0.1.

Icap.BufferSize

3K

The size (in kilobytes) of the memory
buffer used for ICAP request streaming
and chunking. The streaming can
happen only if the request is larger
than FileReader.MaxFileSize and the
request has a Content-Length header.
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Detection server advanced settings (continued)

Setting

Default

Description

Icap.DisableHealthCheck

false

If true, disables the ICAP periodic
self-check. If false, enables the ICAP
periodic self-check. This setting is
useful for debugging to remove clutter
produced by self-check requests from
the logs.

Icap.EnableIncidentSuppression

true

If the parameter is set to true, Incident
Suppression Cache for Gmail traffic on
Mobile Prevent for Web is enabled. If
the parameter is set to false,
suppression is disabled.

Icap.EnableTrace

false

If set to true, protocol debug tracing is
enabled once a folder is specified using
the Icap.TraceFolder setting.

Icap.ExchangeActiveSyncCommandsToInspect

SendMail

A comma-separated, case-sensitive list
of ActiveSync commands which need
tobe sent through Symantec Data Loss
Prevention detection. If this parameter
is left blank, ActiveSync support is
disabled. If this parameter is set to
"any", all ActiveSync commands are
inspected.

Icap.LoadBalanceFactor

The number of web proxy servers that
a Network Prevent for Webserver is
able to communicate with. For
example, if the server is configured to
communicate with 3 proxies, set the
Icap.LoadBalanceFactor value to 3.

Icap.IncidentSuppressionCacheCleanuplnterval | 120000

The time interval in milliseconds for
running the Incident Suppression
cache clean-up thread.

Icap.IncidentSuppressionCacheTimeout

120000

The time in miliseconds to invalidate
the Incident Suppression cache entry.

Icap.SpoolFolder

This value is needed for ICAP Spools.
This setting must be set to the correct
drive letter when updating from Vontu
DLP 5.0 U3 to 6.0 GA; otherwise, the
FileReader will not start.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

Icap.TraceFolder

The fully qualified name of the folder
or directory where protocol debug
trace data is stored when the
Icap.EnableTrace setting is true. By
default, the value for this setting is left
blank.

IncidentDetection.IncidentLimitResetTime

86400000

Specifies the time frame (in
milliseconds) used by the
IncidentDetection.MaxIncidentsPerPolicy
setting. The default setting 86400000
equals one day.

IncidentDetection.MaxContentLength

2000000

Applies only to regular expression
rules. On a per component basis, only
the first MaxContentLength number
of characters are scanned for
violations. The default (2,000,000) is
equivalent to > 1000 pages of typical
text. The limiter exists to prevent
regular expression rules from taking
too long.

IncidentDetection.MaxIncidentsPerPolicy

10000

Defines the maximum number of
incidents detected by a specific policy
on a particular monitor within the
time-frame specified in the
TncidentDetectionIncidentTimeLimitResetTime.
The default is 10,000 incidents per
policy per time limit.

IncidentDetection.MessageWaitSevere

240

The number of minutes to wait before
sending a severe system event about
message wait times.

IncidentDetection.MessageWaitWarning

60

The number of minutes to wait before
sending a warning system event about
message wait times.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
IncidentDetection.MinNormalizedSize 30 This setting applies to IDM detection.

It MUST be kept in sync with the
corresponding setting in the
Indexer.properties file on the Enforce
Server (which applies to indexing).
Derivative detections only apply to
messages when their normalized
content is greater than this setting. If
the normalized content size is less than
this setting, IDM detection does a
straight binary match.

IncidentDetection.patternConditionMaxViolations | 100

The maximum number of pattern
violations highlighted by detection.
The exact number of matches may still
be 'correct’ but only the first
'patternConditionMaxViolations' are
marked up in reporting. Increasing this
number increases the size of incidents
and potentially slows down the
incident snapshot report.

IncidentDetection.StopCachingWhenMemoryLowerThan | 400M

Instructs Detection to stop caching
tokenized and cryptographic content
between rule executions if the available
JVM memory drops below this value
(in megabytes). Setting this attribute
to 0 enables caching regardless of the
available memory and is not
recommended because
OutOfMemoryErrors may occur.

Setting this attribute to a value close
to, or larger than, the value of the -Xmx
option in
BoxMonitor.FileReaderMemory
effectively disables the caching.

Note that setting this value too low can
have severe performance
consequences.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
IncidentDetection.TrialMode false Prevention trial mode setting to

generate prevention incidents without
having a prevention setup.

If true, SMTP incidents coming from
the Copy Rule and Packet Capture
channels appear as if they were
prevented and HTTP incidents coming
from Packet Capture channel appear
as if they were prevented.

IncidentWriter.BacklogInfo 1000 The number of incidents that collect
in the log before an information level
message about the number of messages
is generated.

IncidentWriter.BacklogSevere 10000 The number of incidents that collect
in the log before a severe level message
about the number of messages is
generated.

IncidentWriter.BacklogWarning 3000 The number of incidents that collect
in the log before a warning level
message about the number of messages
is generated.

IncidentWriter.ResolveIncidentDNSNames false If true, only recipient host names are
resolved from IP.

IncidentWriter.ShouldEncryptContent true If true, the monitor will encrypt the
body of every message, message
component and cracked component
before writing to disk or sending to
Enforce.

L7.cleanHttpBody true If true, the HTML entity references are
replaced with spaces.
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Table 11-8 Detection server advanced settings (continued)
Setting Default Description
L7.DefaultBATV Standard This setting determines the tagging

scheme that Network Prevent for Email
uses to interpret Bounce Address Tag
Validation (BATYV) tags in the MAIL
FROM header of a message. If this
setting is “Standard” (the default),
Network Prevent uses the tagging
scheme described in the BATV
specification (see
httpy/toolsietforg/html/draft-evine-massbatv-02).
Change this setting to “Ironport” to
enable compatibility with the IronPort
proxy’s implementation of BATV

tagging.

L7.DefaultUrlEncodedCharset UTF-8 Defines the default character set to be
used in decoding query parameters or
url-encoded body when the character
set information is missing from the
header.

L7.discardDuplicateMessages true If true, the Monitor ignores duplicate
messages based on the messagelD.

L7.ExtractBATV true If true (the default), Network Prevent
for Email interprets Bounce Address
Tag Validation (BATV) tags that are
present in the MAIL FROM header of
a message. This allows Network
Prevent to include a meaningful sender
address in incidents that are generated
from messages having BATV tags. If
this setting is false, Network Prevent
for Email does not interpret BATV tags,
and a message that contains BATV tags
may generate an incident that has an
unreadable sender address.

See
hitpy//toolsietforg/html/draft-levine-mass-batv-02
for more information about BATV.

L7.httpClientiIdHeader The sender identifier header name. The
default setting is X-Forwarded-For.



http://tools.ietf.org/html/draft-levine-mass-batv-02
http://tools.ietf.org/html/draft-levine-mass-batv-02
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

L7.MAX_NUM_HTTP_HEADERS

30

If any HTTP message that contains
more than the specified header lines,
it is discarded.

L7.maxWordLength

30

The maximum word length (in
characters) allowed in UTCP string
extraction.

L7.messageIDCacheCleanuplnterval

600000

The length of time that the messageID
is cached. The system will not cache
duplicate messages during this time
period if the
L7.discardDuplicateMessages setting
is set to true.

L7.minSizeOfGetUrl

100

The minimum size of the GET URL to
process. HTTP GET actions are not
inspected by Symantec Data Loss
Prevention for policy violations if the
number of bytes in the URL is less than
the value of this setting. For example,
with the default value of 100, no
detection check is performed when a
browser displays the Symantec Web
site at:
http://www.symantec.com/index.jsp.
The reason is that the URL contains
only 33 characters which is less than
the 100 minimum.

Note: Other request types such as
POST or PUT are not affected by
L7.minSizeofGetURL. In order for
Symantec Data Loss Prevention to
inspect any GET actions at all, the
L7.processGets setting must be set to
true.

L7.processGets

true

If true, the GET requests are processed.
If false, the GET requests are not
processed. Note that this setting
interacts with the L7.minSizeofGetURL
setting.

Lexer.AllowCommasWithOtherSeparatorInTabular | true
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Detection server advanced settings (continued)

Setting

Default

Description

Lexer.IncludeLinesWithOnlyWordsInTabular false

If true, words-only lines are recognized
as tabular data.

Lexer.IncludePostalCodeInMultiWord

true

If true, postal code is included in
multi-word columns of tabular text.

Lexer.IncludePunctuationInWords

true

If true, punctuation characters are
considered as part of a word.

Lexer. MaximumNumberOfTokens

30000

Maximum number of tokens (including
separators) extracted from each
message component for detection.
Applicable to all detection technologies
where tokenization is required, for
example, System patterns, EDM, DGM.
Increasing this value may cause the
detection to run out of memory and
restart. Default is 30,000.

Lexer.MultiWordRecognition

true

If true, multi-word columns are
recognized in tabular data.

Lexer.StopwordLanguages

en

Enables the elimination of stop words
for the specified languages. The default
is English.

Lexer.Validate

true

If true, performs system
pattern-specific validation.

MessageChain.ArchiveTimedOutStreams

false

Specifies whether messages should be
archived to the temp folder

MessageChain.CacheSize

Limits the number of messages that
can be queued in the message chains.

MessageChain.ContentDumpEnabled

false

MessageChain.MaximumComponentTime

60,000

The time interval (in milliseconds)
allowed before any chain component
is restarted.

MessageChain.MaximumFailureTime

360000

Number of milliseconds that must
elapse before restarting the filereader.
This is tracked after a message chain
error is detected and that message
chain has not been recovered.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

MessageChain.MaximumMessageTime

varies

This setting varies between is either
600,000 or 1,800,000 depending on
detection server type.

The maximum time interval (in
milliseconds) that a message can
remain in a message chain.

MessageChain.MemoryThrottlerReservedBytes

200,000,000

Number of bytes required to be
available before a message is sent
through the message chain. This
setting can avoid out of memory issues.
The default value is 200 MB. The
throttler can be disabled by setting this
value to zero.

MessageChain.MinimumFailureTime

30000

Number of milliseconds that must
elapse before failure of a message
chain is tracked. Failure eventually
leads to restarting the message chain
or file reader.

MessageChain.NumChains

varies

This number varies depending on
detection server type. It is either 4 or
8.

The number of messages, in parallel,
that the filereader will process. Setting
this number higher than 8 (with the
other default settings) is not
recommended. A higher setting does
not substantially increase performance
and there is a much greater risk of
running out of memory. Setting this to
less than 8 (in some cases 1) helps
when processing big files, but it may
slow down the system considerably.
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Detection server advanced settings (continued)

Setting

Default

Description

MessageChain.StopProcessingWhenMemoryLowerThan | 200M

Instructs Detection to stop drilling
down into and processing sub-files if
JVM available memory drops below
this value. Setting this attribute to 0
will force sub-file processing,
regardless of how little memory is
available. Setting this attribute to a
value close to or larger than the value
of the -Xmx option in
BoxMonitor.FileReaderMemory will
effectively disable sub-file processing.

PacketCapture. DISCARD_HTTP_GET

true

If true, discards HTTP GET streams.

PacketCaptureDOES DISCARD_ TRIGGER STREAM. DUMP | false

If true, a list of tcpstreams is dumped
to an output file in the log directory
the first time a discard message is
received.

PacketCapture. ENDACE_BIN_PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /bin directory. Note that
environment variables (such as
%ENDACE_HOME%) cannot be used
in this setting. For example:
/usr/local/bin

PacketCapture. ENDACE_LIB_PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /lib directory. Note that
environment variables (such as
%ENDACE_HOME%) cannot be used
in this setting. For example:
/usr/local/lib

PacketCapture. ENDACE_XILINX PATH

To enable packet-capture using an
Endace card, enter the path to the
Endace /xilinx directory. Note that
environment variables (such as
%ENDACE_HOME%) cannot be used
in this setting. For example:
/usr/local/dag/xilinx
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture.Filter

The default setting is tcp || ip proto 47
|| (vlan && (tcp || ip proto 47)).

When set to the default value all
non-TCP packets are filtered out and
not sent to Network Monitor. The
default value can be overridden using
the tcpdump filter format documented
in the tcpdump program. This setting
allows specialists to create more exact
filters (source and destination IPs for
given ports).

PacketCapture.INPUT_SOURCE_FILE

/dummy.dmp

The full path and name of the input
file.

PacketCapture.IS_ARCHIVING_PACKETS

false

DO NOT USE THIS FIELD. Diagnostic
setting that creates dumps of packets
captured in packetcapture for later
reuse. This feature is unsupported and
does not have normal error checking.
May cause repeated restarts on pcap.

PacketCapture.IS_ENDACE_ENABLED

false

To enable packet-capture using an
Endace card, set this value to true.

PacketCapture.IS_FTP_RETR_ENABLED

false

If true, FTP GETS and FTP PUTS are
processed. If false, only process FTP
PUTS are processed.

PacketCapture.IS_INPUT_SOURCE_FILE

false

If true, continually reads in packets
from a tcpdump formatted file
indicated in INPUT_SOURCE_FILE. Set
to dag when an Endace card is
installed.

PacketCapture.IS_NAPATECH_ENABLED

false

To enable packet-capture using a
Napatech card, set this value to true.
The default setting is false.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture. KERNEL_BUFFER_SIZE 1686

64M

For 32-bit Linux platforms, this setting
specifies the amount of memory
allocated to buffer network packets.
Specify K for kilobytes or M for
megabytes. Do not specify a value
larger than 128M.

PacketCapture. KERNEL_BUFFER_SIZE_Win32

16M

For 32-bit Windows platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or M
for megabytes.

PacketCapture. KERNEL_BUFFER_SIZE_X64

64M

For 64-bit Windows platforms, this
setting specifies the amount of
memory allocated to buffer network
packets. Specify K for kilobytes or M
for megabytes.

PacketCapture. KERNEL_BUFFER_SIZE_X86_64

64M

For 64-bit Linux platforms, this setting
specifies the amount of memory
allocated to buffer network packets.
Specify K for kilobytes or M for
megabytes. Do not specify a value
larger than 64M.

PacketCapture.MAX_FILES PER_DIRECTORY

30000

After the specified number of file
streams are processed a new directory
is created.

PacketCapture MBYTES_LEFT TO DISABLE CAPTURE

1000

If the amount of disk space (in MB) left
onthe drop_pcap drive falls below this
specification, packet capture is
suspended. For example, if this number
is 100, pcap will stop writing out
drop_pcap files when there is less than
100 MB on the installed drive
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCaptureMBYTES REQUIRED TO RESTART CAPTURE

1500

The amount of disk space (in MB)
needed on the drop_pcap drive before
packet capture resumes again after
stopping due to lack of space. For
example, if this value is 150 and packet
capture is suspended, packet capture
resumes when more than 150 MB is
available on the drop_pcap drive.

PacketCapture. NAPATECH_TOOLS_PATH

This setting specifies the location of
the Napatech Tools directory. This
directory is not set by default. If
packet-capture is enabled for
Napatech, enter the fully qualified path
to the Napatech Tools installation
directory.

PacketCapture.NO_TRAFFIC_ALERT_PERIOD

86,400

The refresh time (in seconds), between
no traffic alert messages. No traffic
system events are created for a given
protocol based on this time period. For
instance, if this is set to 24*60*60
seconds, a new message is sent every
day that there is no new traffic for a
given protocol. Do not confuse with the
per protocol traffic timeout, that tells
us how long we initially go without
traffic before sending the first alert.

PacketCapture NUMBER_BUFFER_POOL_PACKETS

600000

The number of standard sized
preallocated packet buffers used to
buffer and sort incoming traffic.

PacketCapture. NUMBER_JUMBO_POOL_PACKETS

The number of large sized preallocated
packet buffers that are used to buffer
and sort incoming traffic.

PacketCapture. NUMBER_SMALL_POOL_PACKETS

200000

The number of small sized preallocated
packet buffers that are used to buffer
and sort incoming traffic.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

PacketCapture.RING_CAPTURE_LENGTH

1518

Controls the amount of packet data
that is captured. The default value of
1518 is sufficient to capture typical
Ethernet networks and Ethernet over
802.1Q tagged VLANSs.

PacketCapture.RING_DEVICE_MEM

67108864

This setting is deprecated. Instead, use
the

PacketCapture KERNEL_BUFFER SIZE 1686
setting (for 32-bit Linux platforms) or
the
PacketCapture KERNEL, BUFFER SIZE X86 64
setting (for 64-bit Linux platforms).

Specifies the amount of memory (in
bytes) to be allocated to buffer packets
per device. (The default of 67108864
is equivalent to 64MB.)

PacketCapture.SIZE, BUFFER_POOL_PACKETS

1540

The size of standard-sized buffer pool
packets.

PacketCapture.SIZE_JUMBO_POOL_PACKETS

10000

The size of jumbo-sized buffer pool
packets.

PacketCapture.SIZE_SMALL_POOL_PACKETS

150

The size of small-sized buffer pool
packets.

PacketCapture.SPOOL_DIRECTORY

The directory in which to spool
streams with large numbers of packets.
This setting is user defined.

PacketCapture. STREAM_WRITE_TIMEOUT

5000

The time (in milliseconds) between
each count (StreamManager's write
timeout)

ProfileIndex.CheckAvailableRAM

true

Specifies whether or not the amount
of available RAM should be compared
with a profile size before loading an
EDM or IDM profile. Set to false for
single tier installations otherwise EDM
file may fail to index.
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Table 11-8

Detection server advanced settings (continued)

Setting

Default

Description

ProfileIndex.MaximumInProcessIndexSize

100M

Specifies an upper limit for the
maximum In Process index size.
Profiles that exceed this size are loaded
out of process by RMIL

ProfileIndex.MinimumMemoryReserve

200M

Specifies the memory reserved for
out-of-process EDM and/or IDM
algorithm execution. It's used to
calculate the JVM heap size as
index_size +
MinumumMemoryReserve. Supported
by IDM since v7 and by EDM since v8.

ProfileIndex.ProcessTimeout

10000

The time interval (in milliseconds) for
launching out of process indexing. If
the process is not created within this
amount of time then index loading
fails.

RequestProcessor.AddDefaultHeader

true

If true, adds a default header to every
email processed (when in Inline SMTP
mode). The default header is
RequestProcessor.DefaultHeader. This
header is added to all messages that
pass through the system, i.e., if it is
redirected, if another header is added,
if the message has no policy violations
then the header is added.

RequestProcessor.AllowExtensions

The default setting is: SBITMIME
VRFY DSN HELP PIPELINING SIZE
ENHANCEDSTATUSCODES
STARTTLS

This setting lists the SMTP protocol
extensions that Network Prevent for
Email can use when it communicates
with other MTAs.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

RequestProcessor.AllowHosts

any

The default value of any permits all
systems to make connections to the
Network Prevent for Email Server on
the SMTP service port. Replacing any
with the IP address or Fully-Qualified
Domain Name (FQDN) of one or more
systems restricts SMTP connections
to just those designated systems. To
designate multiple systems, separate
their addresses with commas. Use only
acomma to separate addresses; do not
include any spaces between the
addresses.

RequestProcessor.AllowUnauthenticatedConnections

false

The default value ensures that MTAs
must authenticate with Network
Prevent for Email for TLS
communication.

RequestProcessor.Backlog

12

The backlog that the request processor
specifies for the server socket listener.

Requestprocessor.BindAddress

0.0.0.0

IP address to which a Network Prevent
for Email Server listener binds. When
BindAddress is configured, the server
will only answer a connection to that
IP address. The default value 0f 0.0.0.0
is a wild card that permits listening to
all available addresses including
127.0.0.1.

Requestprocessor.DefaultCommandTimeout

300

Specifies the number of seconds the
Network Prevent for Email Server
waits for a response to an SMTP
command before closing connections
to the upstream and downstream
MTAs. The default is 300 seconds. This
setting does not apply to the "."
command (the end of a DATA
command). Do not modify the default
without first consulting Symantec
support.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

Requestprocessor.DefaultPassHeader

The default setting is: X-C Filter-Loop:
Reflected.

This is the default header that will be
added if
RequestProcessor.AddDefaultPassHeader
is set to true, when in Inline SMTP
mode. Must be in a valid header
format, recommended to be an X
header.

Requestprocessor.DotCommandTimeout

600

Specifies the number of seconds the
Network Prevent for Email Server
waits for a response to the "."
command (the end of a DATA
command) before closing connections
to the upstream and downstream
MTAs. The default is 600 seconds. Do
not modify the default without first

consulting Symantec support.

RequestProcessor.ForwardConnectionTimeout

20000

The timeout value to use when
forwarding to an MTA.

RequestProcessor.KeyManagementAlgorithm

SunX509

The key management algorithm used
in TLS communication.

RequestProcessor.MaxLineSize

1048576

The maximum size (in bytes) of data
lines expected from an external MTA.
If the data lines are larger than they
are broken down to this size.

RequestProcessor.Mode

ESMTP

Specifies the protocol mode to use
(SMTP or ESMTP).

RequestProcessor.MTAResubmitPort

10026

This is the port number used by the
request processor on the MTA to
resend the SMTP message.
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Setting

Default

Description

RequestProcessor.NumberOfDNSAttempts

4

The maximum number of DNS queries
that Network Prevent for Email
performs when it attempts to obtain
mail exchange (MX) records for a
domain. Network Prevent for Email
uses this setting only if you have
enabled MX record lookups.

RequestProcessor.RPLTimeout

360000

The maximum time in milliseconds
allowed for email message processing
by a Prevent server. Any email
messages not processed during this
time interval are passed on by the
server.

RequestProcessor.ServerSocketPort

10025

The port number to be used by the
SMTP monitor to listen for incoming
connections from MTA.

RequestProcessor.TagHighestSeverity

false

When set to true, an additional email
header that reports the highest
severity of all the violated policies is
added to the message. For example, if
the email violated a policy of severity
HIGH and a policy of severity LOW, it
shows: X-DLP-MAX-Severity:HIGH.

RequestProcessor.TagPolicyCount.

false

When set to true an additional email
header reporting the total number of
policies that the message violates is
added to the message. For example, if
the message violates 3 policies a
header reading: X-DLP-Policy-Count:
3is added.
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Table 11-8 Detection server advanced settings (continued)

Setting

Default

Description

RequestProcessor.TagScore

false

When set to true an additional email
header reporting the total cumulative
score of all the policies that the
message violates is added to the
message. Scores are calculated using
the formula: High=4, Medium=3,
Low=2, and Info=1. For example, if a
message violates three policies, one
with a severity of medium and two with
a severity of low a header reading:
X-DLP-Score: 7 is added.

RequestProcessor.TrustManagementAlgorithm

PKIX

The trust management algorithm that
Network Prevent for Email uses when
it validates certificates for TLS
communication. You can optionally
specify a built-in Java trust manager
algorithm (such as SunX509 or
SunPKIX) or a custom algorithm that
you have developed.

RequestProcessorListener.ServerSocketPort

12355

The local TCP port that FileReader will
use to listen for connections from
RequestProcessor on a Network
Prevent server.

SocketCommunication.BufferSize

8K

The size of the buffer that Network
Prevent for Web uses to process ICAP
requests. Increase the default value
only if you need to process ICAP
requests that are greater than 8K.
Certain features, such as Active
Directory authentication, may require
an increas in buffer size.

UnicodeNormalizer.AsianCharRanges

default

Can be used to override the default
definition of characters that are
considered Asian by the detection
engine. Must be either default, or a
comma-separated list of ranges, for
example: 11A80-11F9,3200-321E
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Table 11-8 Detection server advanced settings (continued)

Setting Default Description

UnicodeNormalizer.Enabled on Can be used to disable Unicode
normalization.
Enter off to disable.

UnicodeNormalizer.NewlineEliminationEnabled |on Can be used to disable newline
elimination for Asian languages.
Enter off to disable.

See “About Symantec Data Loss Prevention administration” on page 55.

See “Advanced agent settings” on page 247.

See “About the System Overview screen” on page 210.

See “Server Detail screen” on page 213.

See “Server configuration—basic” on page 193.

See “Server controls” on page 192.

Advanced agent settings

The following settings affect only the Symantec DLP Agent. These settings should
not be modified without the assistance of Symantec Support. If you want to make
modifications to this server detail page, please contact Symantec Support before

making any changes.

Table 11-9 provides a list of server settings, along with the default value and

description of each setting.

Table 11-9 Agent advanced settings

Name of Setting Default values

Description

AgentManagement DISABLE, ENABLE TASK_TIMEOUT SECONDSint | 300

The amount of time, in
seconds, the Disable or Enable
agent troubleshooting task
waits before it sends the Agent
Requires Restart system
event.
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Table 11-9 Agent advanced settings (continued)

Name of Setting

Default values

Description

AgentTamperProtectionENABLE AGENT TAMPER PROTECTIONint

7

This setting enables Tamper
Protection on the Symantec
Data Loss Prevention
Endpoint agent.

A setting of 0 disables all
Tamper Protection.

A setting of 1 prevents the
agent and the watchdog files
from being deleted or
modified.

A setting of 2 prevents the
agent and the watchdog
services from being stopped.

A setting of 4 prevents the
agent and the watchdog
services from being deleted
from the operating-system
registry.

A setting of 7 enables file,
service, and registry
protection.

AgentThreadPool.IDLE_TIME_IN_SECONDS.int

60

The maximum time a thread
can be inactive before it is
removed from the thread pool.
Threads are also known as
agent tasks.

AgentThreadPool. MAX_CAPACITY.int

20

The maximum number of
threads in the thread pool. The
threads can be either active or
inactive.

AgentThreadPool. MIN_CAPACITY.int

The minimum number of
threads that are allowed in the
thread pool. The thread pool
must always contain this
number of threads. The
threads can be either active or
inactive.

AggregatorCommumicatorENABLE, ENDPOINT DATAFLOW_CACHINGint

Reserved for future use.
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Name of Setting

Default values

Description

ApplicationConnector.KEY_LENGTH.int

64

The length of the key, in bytes,
that is used to obfuscate
communication between the
agent and the application
hooks.

ApplicationConnector. MAX_CONNECTIONS.int

255

The maximum number of
application hooks (per type of
hook) that can simultaneously
connect to the agent.

ApplicationConnector. TEMPORARY_DIRECTORY.str

%TMP%

The temporary location where
application hooks store
obfuscated content .

ComponentLoaderSettingsMAX COMPONENT SHUTDOWN_TIME.nt

60000

The maximum amount of
time, in milliseconds, that the
agent waits for a component
to shut down.

ComponentLoaderSettings. PROCESS_PRIORITY.str

NORMAL

The priority level that dictates
what priority the Symantec
DLP Agent runs on the
endpoint computer.

CrashDump.ENABLE_CRASH_DUMP_COLLECTION.int

The setting that allows the
system to create a dump file
when the Symantec DLP Agent
crashes. Setting this value to
1 enables the crash dump file
to be created. Setting this
value to 0 disables the file.

CrashDump.MAX_DAYS_TO_KEEP _DUMP.int

The maximum time, in days,
that the crash dump file is
stored.

CrashDump.MAX_NUMBER_OF FILES IN_DUMP_FOLDER.int

The maximum number of files
to keep in the crash dump
folder.

Detection.CHUNK_OVERLAP.int

45

The number of characters
each chunk borrows from the
end of the previous chunk.
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Table 11-9 Agent advanced settings (continued)
Name of Setting Default values Description
Detection.CHUNK_SIZE.int 65536 The text chunk size in bytes.
Detection.DAR_KVOOP_PRIORITY.str BELOW_NORMAL The priority of the external

kvoop process while it extracts
text for Endpoint Discover
scans.

Detection.DAR_THREAD_ PRIORITY str BELOW_NORMAL The priority of the detection
thread while it applies policies
to text for Endpoint Discover
scans.

Detection.ENABLE_METADATA.str off Allows detection on file
metadata when a user
attempts to transfer or print
afile. If the setting is turned
on, you can detect metadata
for Microsoft Office and PDF
files. For Microsoft Office files,
OLE metadata is supported,
which includes the fields Title,
Subject, Author, and
Keywords. For PDF files, only
Document Information
Dictionary metadata is
supported, which includes
fields such as Author, Title,
Subject, Creation, and Update
dates. Extensible Metadata
Platform (XMP) content is not
detected. Enabling this option
can cause false positives.

Detection.FILTER_TIMEOUT.int 420000 The time limit, in
milliseconds, for filtering text.

Detection.LOCAL_DRIVE_KVOOP_PRIORITY.str BELOW_NORMAL The priority of the external
kvoop process while it extracts
text for local drive events.

Detection.LOCAL_DRIVE_THREAD_PRIORITY.str BELOW_NORMAL The priority of the detection
thread while it applies policies
to text for local drive events.
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Name of Setting

Default values

Description

Detection. MARKUP_AS_TEXT.str

off

Stops the detection on any
text that has XML or HTML
tags associated with it. This
setting should be used in cases
such as Web 2.0 pages
containing data in the header
block or script blocks.

Detection. MAX_DETECTION_TIME.int

900000

The maximum amount of time
to complete endpoint
detection in milliseconds.

Detection.MAX_FILTER_FILE_SIZE.int

31457280

Maximum file size for text
filtering in bytes.

Detection.MAX_NUM_MATCHES.int

300

Maximum number of matches
for a given matcher.

Detection.MAX_QUEUE_SIZE.int

10000

The maximum number of
items that simultaneously wait
for detection.

Detection. NEWLINE_ELIMINATION.str

on

Sets whether newlines are
eliminated before detection.

Detection. RULESRESULTSCACHE_ENABLED.str

on

Rules results caching (RRC) is
a way to cache the results of
content on a Symantec DLP
Agent that does not violate a
policy.

See “About rules results

caching (RRC)” on page 1324.

By default, RRC is set to On. If
you do not want to use RRC,
set this parameter to Off.
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Table 11-9 Agent advanced settings (continued)

Name of Setting

Default values

Description

Detection. RULESRESULTSCACHE_FAST_CACHE_SIZE.int

1024

The size of the rules results
caching first-level database,
the Level 1 database. Rules
results caching sends new
entries of recorded,
non-violating files to the Level
1 database. After the Level 1
database is full, entries are
flushed to the Level 2 database
to maintain the space of the
Level 1 database.

Detection.SHORT_DAR_DETECTION_TIME.int

2000

The amount of time, in
milliseconds, taken to detect
on a file before the file is
considered too large.

Detection.TRACKED.CHANGES.str

off

Allows the detection of
content that has changed over
time (Track Changes content)
in Microsoft Office documents.
Using this option might
reduce the accuracy rate for
IDM and data identifiers.

Detection.UNICODE_NORMALIZATION.str

on

Transforms the specific
characters to UNICODE before
detection. This transformation
is necessary for matching
policies containing data in
many Asian languages.

Discover.CRAWLER_THREAD_PRIORITY.str

BELOW_NORMAL

The priority of the Discover
threads while drives are
scanned.

Discover.POST_SCAN_REPORT_INTERVAL.int

60000

The interval of time, in
milliseconds, between two
Endpoint Discover status
reports. Occurs after the agent
has reached end of scan but
before the overall scan is
finished or aborted.




Table 11-9 Agent advanced settings (continued)

Installing and managing detection servers

Advanced agent settings

Name of Setting

Default values

Description

Discover.SCAN_ONLY_WHEN_IDLE.int

2

Sets whether the agent
performs an Endpoint
Discover scan while the
endpoint user is idle.

If set to 1, the agent only
performs Endpoint Discover
scanning while the endpoint
user is idle.

If set to 2, the agent only scans
small files while the endpoint
computer is active and larger
files while the endpoint user

isidle. Files taking longer than
DetedionSHORT DAR DETRCTION TIME
seconds are considered large.

If set to 0, the scan runs
regardless of user activity.

Discover.SECONDS_UNTIL_IDLE.int

120

If the agent does not detect
any user activity in this
amount of time, in seconds,
the user is considered to be
idle. Very small amounts of
time, less than 60 seconds,
may not be precisely adhered
to.

Discover.STANDARD_REPORT_INTERVAL.int

60000

The interval of time between
two Endpoint Discover status
reports, in milliseconds, while
a scan is running.

FileService. MAX_CACHE_SIZE.int

250

The maximum number of
recently opened file paths that
have been recorded for each
endpoint computer process.
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Table 11-9 Agent advanced settings (continued)

Name of Setting

Default values

Description

FileSystem.DRIVER_FILE_OPEN_REQUEST_TIMEOUT.int

10

Lets you configure the timeout
value, in seconds, for a file
open request that is sent from
a driver to the agent. This
setting is helpful in case the
file system connector is slow
in responding to the driver. If
the connection is slow, the
system performs badly. Each
file-open request is postponed
by the driver waiting for the
agent to respond. You cannot
leave this setting blank and a
value of 0 is not allowed.

FileSystem.ENABLE_FILE_RESTORATION.int

This setting provides the
ability to turn on or turn off
file restoration. File
restoration is the ability to
restore the original file in case
it is overwritten with a newer
file containing confidential
data. File restoration is
enabled by default.

FileSystem. ENABLE_VEP_FILE _ELIMINATION.int

When the setting is enabled,
the system does not create the
VEP file. Instead it runs
detection on the original file
and resolves any sharing
violations foe EDPA.exe and
KVOOP.exe, when needed. By
default, this setting is
disabled. To enable, set to 1.

Note: Enable this setting if
your environment does not
contain any of the following:

m Data retention policies
m Two-tier detection policies

m Endpoint Discover or
Endpoint Prevent
encryption software
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Name of Setting

Default values

Description

FileSystem.NUM_TIMES_TO_OVERWRITE_FILE.int

2

This setting indicates how
many times a file is
overwritten with a secure
pattern before it is deleted
during prevention. A value of
Oindicates that the file cannot
be overwritten.

FileSystem.USE_CDDVD_DEFAULT EXCLUDE_PATHS.int

This setting allows user to
exclude any file that is opened
by a CD/DVD application from
the following directories:

m Installed directory of the
application, for example; if
the application is Roxio,
then c:\program files\roxio

m System directories; for
example,
%windir%)\system32

m Program files\common
files.

It is enabled by default.

FlexResponse. MAX_INCIDENT_FILE_SIZE.int

31457280

Reserved for future use.

FlexResponse.PLUGIN_HOST_LOG_MAXFILE SIZE.long

5120000

The maximum size of a plug-in
log file. The default number is
in bytes.

FlexResponse. PLUGIN_HOST L.OG_MAX NUMBER OF FILESlong

The maximum number of
plug-in log files that can be
kept.

FlexResponse. PLUGIN_HOST _MESSAGE_TIMEOUT.long

180000

The amount of time that the
Plug-in Host can process
messages. The default time is
in milliseconds.
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Table 11-9 Agent advanced settings (continued)

Name of Setting

Default values

Description

FlexResponse. PLUGIN_HOST_STARTUP_TIMEOUT.long

30000

The amount of time that the
Plug-in Host can take to start
up. The default time is in
milliseconds. If the Plug-in
Host does not start in the
specified amount of time, the
Plug-in Host sends a fail event
to the log.

GroupResolution.DAYS_DATA_STALING.int

The amount of time, in days,
that the agent retains Active
Directory (AD) user group
information. Information that
is older than this limit causes
the agent to contact the AD
server.

Hooking .APPLICATION_LOAD_TIMEOUT.int

300000

Specifies the time, in
milliseconds, that the agent
tries to hook into an
application if that application
takes a long time to load.

Hooking. EXPLORER_HOOKING.int

Allows the Symantec DLP
Agent to monitor Microsoft
Windows Explorer traffic.

Hooking .USE_LOADLIBRARYW FROM_IMAGE.int

The method to find the
LoadLibraryW function
address. You can specify a
value of either 0 or 1.

O uses the GetProcAddress API
to find the library.

1 reads the exports table of
kernel32.dll to find the library.
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Name of Setting

Default values

Description

IE8_HTTPS.Monitor.int

1

Sets Internet Explorer 8
HTTPS monitoring for
Symantec DLP Agents.
Internet Explorer 8 HTTPS
monitoring for the Symantec
DLP Agent is automatic.
Monitoring is turned on by
default. To turn off Internet
Explorer 8 monitoring, change
this setting to 0.

IncidentHandler.CACHE_SIZE_THRESHOLD.int

30

The percentage of used
endpoint database cache space
that triggers Endpoint
Discover to pause.

IncidentHandler. MAX_BACKOFF.int

3600000

Maximum time, in
milliseconds, to wait before it
retries to send an incident to
the server if the first attempt
fails.

IncidentHandler.MAX_INCIDENT FILE_SIZE

31457280

Size, in bytes, of the largest
file to be sent from the agent
as part of an incident.

IncidentHandler. MAX_TTD_FILE_SIZE

31457280

Size, in bytes, of the largest
file to be sent from agent for
two-tier detection.

IncidentHandler. MIN_BACKOFF.int

30000

Minimum time, in
milliseconds, to wait before
the agent re-sends an incident
to the Endpoint Server after
the first attempt fails.

IncidentHandler PERSISTER_MAX DAR_ENTRIES.int

The maximum number of
persisted Endpoint Discover
incidents that are kept in
queue.

IncidentHandler. PERSISTER_MAX_ENTRIES.int

25

The maximum limit of
incidents in the Agent Store
before the agent starts
evicting incidents.
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Agent advanced settings (continued)

Name of Setting

Default values

Description

IncidentHandler.SENDER_CHUNK_SIZE.int

65536

Size, in bytes, of chunks to
read from the database as it
sends files.

Logging.OperationLogFileSize.long

5120000

The size of the operational log
file. This setting specifies how
large, in bytes, each
operational log can be. Logs
that exceed this setting are
not retained.

Logging.OperationLogMaxFiles.int

30

The maximum number of
operation logs, per scan, that
are retained at any one time.
If this number is exceeded,
operational log files are
purged from the folder until
the limit is reached. Log files
are purged according to the
date that they were created.
The oldest log files are purged
first. This setting is not
applicable to the entire
directory.

Logging.OperationLogTTL.int

90

The number of days that
operational logs are kept in
the directory. If the
operational log is not accessed
or modified in the specified
number of days, the file is
deleted.

MonitorSystemUsers.CLIPBOARD.int

Enables system user
monitoring for Clipboard
feature. Set to inactive by
default. Set to 1 to enable.

MonitorSystemUsers.LOCAL_DRIVE.int

Enables system user
monitoring for the local drive
feature. Set to inactive by
default. Set to 1 to enable.
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Name of Setting

Default values

Description

MonitorSystemUsers. NETWORK.int

0

Enables system user
monitoring for network
protocols in the driver (HTTP,
FTP). Set to inactive by
default. Set to 1 to enable.

MonitorSystemUsers.PRINT_FAX.int

Enables system user
monitoring for print/fax
feature. By default, this
feature is set to inactive. Set
to 1 to enable.

NetworkMonitor ENABLE_ HTTP_GET_MONITORING.int

0

Enables HTTP/HTTPS GET
request monitoring. By
default, this setting is
disabled. Set to 1 to enable.

NetworkMonitor. HTTP_DETECTION_TIMEOUT.int

120

The length of time, in seconds,
that the agent waits during a
scan of HTTP and HTTPS data.

NetworkMonitor.IM_DETECTION_SESSION_TIMEOUT.int

120

The duration, in seconds, of
the detection session window
for all instant messaging
clients.

PluginInstaller TAMPERPROOFING IGNORE, PROCESS TIMEOUT int

15000

Lets you specify a time, in
milliseconds, to ignore any
short-lived processes that do
not load plug-ins. If the
process ends before this time
limit is reached, the plug-in
installer does not start.

PostProcessor. ENABLE_FLEXRESPONSE.int

Lets you enable or disable
Endpoint FlexResponse
capability. By default,
Endpoint FlexResponse is
turned off. Change the setting
to 1 to enable Endpoint
FlexResponse.

259



260 | Installing and managing detection servers
Advanced agent settings

Table 11-9 Agent advanced settings (continued)
Name of Setting Default values Description
PostProcessor.FILE_SYSTEM_USER_RESPONSE_TIMEOUT.int | 60 The amount of time, in

seconds, that endpoint users
have to select a response
action to the User Cancel
pop-up notification. This
setting only applies to events
that are generated by
attempting to transfer files
that violate a policy.

PostProcessor NETWORK_USER_RESPONSE_TIMEOUT.int | 60 The amount of time, in
seconds, that endpoint users
have to select a response
action to the User Cancel
pop-up notification. This
setting applies to HTTP, FTP,
and IM events only.

PostProcessor.NOTIFY_ON_FIXED_DRIVE.int 0 Enables the response
notifications for fixed-drive
incidents. The default is set to
disable notifications. Set to 1
to enable.

PostProcessor. NOTIFY_WITH_CANCEL_DEFAULT_ACTION | 1 The default action to take if an
endpoint user does not select
the action from the User
Cancel pop-up notification
within the specified time.

PostProcessor. OTHER_USER_RESPONSE_TIMEOUT 60 The amount of time, in
seconds, that endpoint users
have to select a response
action to the User Cancel
pop-up notification. This
setting applies to Clipboard,
Print, Email, HTTPS events
only.
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Name of Setting

Default values

Description

Quarantine. MAX_QUEUE_SIZE.int

100

The maximum number of
quarantine requests that can
be in queue at any one time.
Requests which exceed this
number are dropped and are
not quarantined.

ResponseCache.CD_TIMEOUT.int

2000

The amount of time, in
milliseconds, that a CD/DVD
incident is cached. Duplicate
incidents within this time
period are not generated or
cause Prevent pop-up
notifications.

ResponseCache FTP_TIMEOUT.int

10000

The amount of time, in
milliseconds, that an FTP
incident is cached. Duplicate
incidents within this time
period are not generated or
cause Prevent pop-up
notifications.

ResponseCache. HTTP_TIMEOUT.int

2000

The amount of time, in
milliseconds, that an
HTTP/HTTPS incident is
cached. Duplicate incidents
within this time period are not
generated or cause Prevent
pop-up notifications.

ResponseCache.MAX_SIZE.int

100

The maximum number of
incidents that are cached at
any time.
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Table 11-9 Agent advanced settings (continued)

Name of Setting

Default values

Description

SMP.AUTO_ENABLE.int

1

Automatically registers or
de-registers Symantec DLP
Agents with Symantec
Management Platform (SMP).
Change this setting if you do
not want Symantec DLP
Agents to be registered on
SMP.

A setting of 0 disables the
feature.

A setting of 1 enables the
feature and automatically
registers Symantec DLP
Agents with SMP.

A setting of 2 enables the
feature and automatically
de-registers Symantec DLP
Agents from SMP.

Make sure to set this
parameter to 0 if registration
or un-registration is carried
out by a registration utility or
an SMP registration policy.
Otherwise, the Symantec DLP
Agent automatically resets the
registration operation.

ServerCommunication.CONNECTION_INTERVAL _SECONDS.int

86400

Reserved for future use.

ServerCommunication. CONNECTION_RETRY_ATTEMPTS.int

10

Reserved for future use.

ServerCommunication CONNECTION_RETRY_INTERVAL SECONDSint

10

Reserved for future use.

ServerCommunication. CONNECT_WHEN_IP_CHANGES.int

Reserved for future use.

ServerRedundancy.FAILOVER_INTERVAL.long

3600

Interval of time, in seconds,
an agent spends trying to
connect to an Endpoint Server
before it tries to failover to a
new Endpoint Server.
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Name of Setting

Default values

Description

ServerRedundancyMAX_TIME BETWEEN CONNECTION ATTEMPTSlong | 600

Maximum amount of time, in
seconds, the agent waits
between connection retries to
the same Endpoint Server.

ULBUTTON_OK.str

OK

Controls the text on the OK
button. Change this setting if
you use a locale that is not
supported. The default
language is English.

ULBUTTON_OKTOALL.str

OK To All

Controls the text on the OK To
All button. Change this setting
if you use a locale that is not
supported. The default
language is English.

UIL.CONSECUTIVE_TRANSACTION_TIME.str 10

Maximum time, in seconds,
between two file operations to
be considered as a single
transaction.

ULMONITOR_MSG_TITLE.str

The message title for a
notification pop-up message.

ULMONITOR_TITLEBAR.str

Warning

Controls the static title
message in the title bar for the
Endpoint Notify notification
pop-up message. Change this
setting if you use a locale that
is not supported. The default
setting is Warning.

UILNO_SCAN.int

If any number other than zero,
the scan dialog is not
displayed.

ULNWC_EVENT_LIMIT_FS.int

The maximum number of
events that can be queued
before a default action for
further incidents is accepted.
This setting applies to File
System events only.
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Agent advanced settings (continued)

Name of Setting

Default values

Description

ULNWC_EVENT_LIMIT NW.int

2

The maximum number of
events that can be queued
before a default action for
further incidents is accepted.
This setting applies to
Network events only.

UIL.POPUP_QUEUE_LIMIT.int

100

The limit of pop-up
notifications that a user sees
in a single session. These
pop-up notifications require a
user justification for the
validation. If the limit is
exceeded, any pop-up
notifications past the limit
automatically contain a Not
Applicable (N/A) justification.

ULPREVENT_MSG_TITLE.str

Message title for a block
pop-up message.

ULPREVENT_TIMEOUT.int

300

Timeout value, in seconds,
before the incident is
generated. If this limit is
exceeded, the incident is
created regardless of what the
user chooses from the pop-up
window .

ULPREVENT_TITLEBAR.str

Blocked

Controls the static title
message in the title bar for the
Endpoint block notification
pop-up dialog box.

ULPREVENT_WINPOSITION.int

Start position of the Prevent
dialog window.

ULLQUARANTINE_PROMPT str

The file is quarantined
at:

Controls the text that specifies
where the quarantined data is
located.
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Name of Setting

Default values

Description

UILSCAN_BAR.str

(blank)

This setting lets you change
the text in the body of the scan
window. This text is static and
appears regardless of the
locale of the endpoint
computer.

UILSCAN_DELAY.int

The amount of time, in
seconds, that occurs before
the scan dialog window is
displayed.

UILSCAN_EMAIL.int

This setting activates the
toggle for email scanning. If
this setting is set to 0, users
cannot select email
monitoring.

UILSCAN_FTP.int

This setting activates the
toggle for FTP scanning. If this
setting is set to 0, users cannot
select FTP monitoring.

ULSCAN_HTTP.int

This setting activates the
toggle for HTTP monitoring.
If this setting is set to 0, users
cannot select HTTP
monitoring.

ULSCAN_IM.int

This setting activates the
toggle for instant message
(IM) scanning. If this setting
is set to 0, users cannot select
IM monitoring.

ULSCAN_PRINTFAX.int

This setting activates the
toggle for Print/Fax scanning.
If this setting is set to 0, users
cannot select Print/Fax
monitoring.
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Agent advanced settings (continued)

Name of Setting

Default values

Description

UL.SCAN_REMOVABLEMEDIA.int

1

This setting activates the
toggle for removable media
scanning. If this setting is set
to 0, users do not have the
option of selecting removable
media monitoring.

UIL.SCAN_SHOWTIME.int

Minimum time, in seconds, for
the scan dialog to remain on
the screen.

ULSCAN_TITLE.str

(blank)

This setting lets you enter the
title of the scan window that
appears for the user. This title
is a static message that
appears regardless of the
locale of the endpoint
computer.

UILUSERINPUT_PROMPT .str

Others:

Controls the prompt that
appears in the block and notify
pop-up messages at the user
input field. Change this
prompt if you use a locale that
is not supported. The default
setting is in English.

UninstallPassword. RETRY_LIMIT.int

Defines the number of times a
user can attempt to uninstall
the Symantec Data Loss
Prevention agent without
entering the correct uninstall
password.




Managing log files

This chapter includes the following topics:

About log files

Log collection and configuration screen
Configuring server logging behavior
Collecting server logs and configuration files

About log event codes

About log files

Symantec Data Loss Prevention provides a number of different log files that record
information about the behavior of the software. Log files fall into these categories:

Operational log files record detailed information about the tasks the software
performs and any errors that occur while the software performs those tasks.
You can use the contents of operational log files to verify that the software
functions as you expect it to. You can also use these files to troubleshoot any
problems in the way the software integrates with other components of your
system.

For example, you can use operational log files to verify that a Network Prevent
for Email Server communicates with a specific MTA on your network.

See “Operational log files” on page 268.

Debug log files record fine-grained technical details about the individual
processes or software components that comprise Symantec Data Loss
Prevention. The contents of debug log files are not intended for use in
diagnosing system configuration errors or in verifying expected software
functionality. You do not need to examine debug log files to administer or
maintain an Symantec Data Loss Prevention installation. However, Symantec
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Support may ask you to provide debug log files for further analysis when you
report a problem. Some debug log files are not created by default. Symantec
Support can explain how to configure the software to create the file if

necessary.
See “Debug log files” on page 271.

m Installation log files record information about the Symantec Data Loss
Prevention installation tasks that are performed on a particular computer.
You can use these log files to verify an installation or troubleshoot installation
errors. Installation log files reside in the following locations:

B installdir\SymantecDLP\.install4j\installation.log stores the

installation log for Symantec Data Loss Prevention.

WM installdir\oracle home\admin\protect\ stores the installation log for

Oracle.

See the Symantec Data Loss Prevention Installation Guide for more information.

Operational log files

The Enforce Server and the detection servers store operational log files in the
\SymantecDLP\Protect\logs\ directory on Windows installations and in the
/var/log/SymantecDLP/ directory on Linux installations. A number at the end
of the log file name indicates the count (shown as 0 in Table 12-1).

Table 12-1 lists and describes the Symantec Data Loss Prevention operational log

files.

Table 12-1 Operational log files

Log file name Description

Server

agentmanagement webservices access 0.log |Logssuccessful and failed attempts
to access the Agent Management
API Web service.

Enforce Server

agentmanagement webservices soap 0.log Logs the entire SOAP request and
response for most requests to the
Agent Management API Web
Service.

Enforce Server
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Log file name

Description

Server

boxmonitor operational 0.log

The BoxMonitor process oversees
the detection server processes that
pertain to that particular server
type.

For example, the processes that
run on Network Monitor are file
reader and packet capture.

The BoxMonitor log file is
typically very small, and it shows
how the application processes are
running.

All detection servers

Classification Operational 0.log

Logs the state of the Classification
Detection Server, the Web
container, and requests.

Classification
Detection Server

detection operational 0.log The detection operation log file | All detection servers
provides details about how the
detection server configuration and
whether it is operating correctly.

detection operational trace 0.log The detection trace log file All detection servers

provides details about each
message that the detection server
processes. The log file includes
information such as:

m The policies that were applied
to the message

m The policy rules that were
matched in the message

m The number of incidents the
message generated.

machinelearning training operational 0.log

This log records information about
the tasks, logs, and configuration

files called on startup of the VML

training process.

Enforce Server
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Operational log files (continued)

Log file name

Description

Server

manager operational 0.log.

Logs information about the
Symantec Data Loss Prevention
manager process, which
implements the Enforce Server
administration console user
interface.

Enforce Server

monitorcontroller operational 0.log

Records a detailed log of the
connections between the Enforce
Server and all detection servers. It
provides details about the
information that is exchanged
between these servers including
whether policies have been pushed
to the detection servers or not.

Enforce Server

SmtpPrevent operational0O.log

This operational log file pertains
to SMTP Prevent only. It is the
primary log for tracking the health
and activity of a Network Prevent
for Email system. Examine this file
for information about the
communication between the MTAs
and the detection server.

SMTP Prevent
detection servers

spc_webservices access 0.log

Logs Web Service calls from the
SPC server.

Enforce Server

spc_webservices soap 0.log

Logs detailed Web Service SOAP
messages exchanged between the
Enforce Server and the Symantec
Protection Console server.

Enforce Server

WebPrevent Access0.log

This access log file contains
information about the requests
that are processed by Network and
Mobile Prevent for Web detection
servers. It is similar to Web access
logs for a proxy server.

m Network Prevent
for Web
detection servers

B Mobile Prevent
for Web
detection servers
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Log file name

Description

Server

WebPrevent Operational0O.log

This operational log file reports on
the operating condition of Network
and Mobile Prevent for Web, such
as whether the system is up or

down and connection management.

m Network Prevent
for Web
detection servers

m Mobile Prevent
for Web
detection servers

webservices access 0.log

This log file records successful and
failed attempts to access the
Incident Reporting and Update
Web Service.

Enforce Server

webservices soap 0.log

Contains the entire SOAP request
and response for most requests to
the Reporting API Web Service.
This log records all requests and
responses except responses to
incident binary requests. This log
file is not created by default. See
the Symantec Data Loss Prevention
Incident Reporting and Update API
Developers Guide for more
information.

Enforce Server

See “Network and Mobile Prevent for Web operational log files and event codes”
on page 286.

See “Network and Mobile Prevent for Web access log files and fields” on page 288.

See “Network Prevent for Email log levels” on page 291.

See “Network Prevent for Email operational log codes” on page 291.

See “Network Prevent for Email originated responses and codes” on page 295.

Debug log files

The Enforce Server and the detection servers store debug log files in the
\SymantecDLP\Protect\logs\ directory on Windows installations and in the
/var/log/SymantecDLP/ directory on Linux installations. A number at the end
of the log file name indicates the count (shown as 0 in debug log files).

The following table lists and describes the Symantec Data Loss Prevention debug

log files.
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Table 12-2 Debug log files
Log file name Description Server
Aggregator0.log This file describes communications between the Endpoint
detection server and the agents. detection
Look at this log to troubleshoot the following SEIVvers
problems:
m Connection to the agents
m To find out why incidents do not appear when
they should
m If unexpected agent events occur
BoxMonitor0.log This file is typically very small, and it shows how | All
the application processes are running. The detection
BoxMonitor process oversees the detection server | servers
processes that pertain to that particular server type.
For example, the processes that run on Network
Monitor are file reader and packet capture.
ContentExtractionAPI FileReader.log Logs the behavior of the Content Extraction API file | Detection
reader that sends requests to the plug-in host. The | Server
default logging level is "info" which is configurable
using \Protect\config\log4cxx_config_filereader.xml.
ContentExtractionAPI Manager.log Logs the behavior of the Content Extraction API Enforce
manager that sends requests to the plug-in host. | Server
The default logging level is "info" which is
configurable using
\Protect\config\log4cxx_config_manager.xml.
ContentExtractionHost FileReader.log Logs the behavior of the Content Extraction File Detection
Reader hosts and plug-ins. The default logging level | Server
is "info" which is configurable using
\Protect\config\log4cxx_config_filereader.xml.
ContentExtractionHost Manager.log Logs the behavior of the Content Extraction Manager | Enforce
hosts and plug-ins. The default logging level is "info" | Server
which is configurable using
\Protect\config\logdcxx_config_manager.xml.
DiscoverNative.log.0 Contains the log statements that the Network Discover
Discover native code emits. Currently contains the | detection
information that is related to . pst scanning. This | servers

log file applies only to the Network Discover Servers
that run on Windows platforms.
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Table 12-2 Debug log files (continued)

Log file name Description Server

FileReader0.log This log file pertains to the file reader process and | All
contains application-specific logging, which may be | detection
helpful in resolving issues in detection and incident | servers
creation. One symptom that shows up is content
extractor timeouts.

flash _client 0.log Logs messages from the Adobe Flex client used for | Enforce
folder risk reports by Network Discover. Server

flash _server remoting 0.log Contains log messages from BlazeDS, an open-source | Enforce
component that responds to remote procedure calls | Server
from an Adobe Flex client. This log indicates
whether the Enforce Server has received messages
from the Flash client. At permissive log levels (FINE,

FINER, FINEST), the BlazeDS logs contain the
content of the client requests to the server and the
content of the server responses to the client

IncidentPersister0.log This log file pertains to the Incident Persister Enforce
process. This process reads incidents from the Server
incidents folder on the Enforce Server, and writes
them to the database. Look at this log if the incident
queue on the Enforce Server (manager) grows too
large. This situation can be observed also by
checking the incidents folder on the Enforce Server
to see if incidents have backed up.

Indexer0.log This log file contains information when an EDM Enforce
profile or IDM profile is indexed. It also includes the | Server
information that is collected when the external (or
indexer is used. If indexing fails then this log should | computer
be consulted. where

the
external
indexer
is
running)
jdbc.log This log file is a trace of JDBC calls to the database. | Enforce
By default, writing to this log is turned off. Server
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Table 12-2 Debug log files (continued)

Log file name Description Server

machinelearning native filereader.log |This log file records the runtime category Detection
classification (positive and negative) and associated | Server
confidence levels for each message detected by a
VML profile. The default logging level is "info" which
is configurable using
\Protect\config\log4cxx_config_filereader.xml.

machinelearning training 0 0.log This log file records the design-time base accuracy | Enforce
percentages for the k-fold evaluations for all VML | Server
profiles.

machinelearning training native manager.log | This log file records the total number of features Enforce
modeled at design-time for each VML profile Server
training run. The default logging level is "info"
which is configurable using
\Protect\config\logdcxx_config_manager.xml.

MonitorController0.log This log file is a detailed log of the connections Enforce
between the Enforce Server and the detection Server
servers. It gives details around the information that
is exchanged between these servers including
whether policies have been pushed to the detection
servers or not.

PacketCapture.log This log file pertains to the packet capture process | Network
that reassembles packets into messages and writes | Monitor
tothe drop pcap directory. Look at this log if there
is a problem with dropped packets or traffic is lower
than expected. PacketCapture is not a Java
process, so it does not follow the same logging rules
as the other Symantec Data Loss Prevention system
processes.

PacketCapture0.log This log file describes issues with PacketCapture | Network
communications. Monitor

RequestProcessor0.log This log file pertains to SMTP Prevent only. The log | SMTP
file is primarily for use in cases where Prevent
SmtpPrevent0. log is not sufficient. detection

servers
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Table 12-2 Debug log files (continued)
Log file name Description Server
ScanDetail-target-0.log Where target is the name of the scan target. All white | Discover
spaces in the target's name are replaced with detection
hyphens. This log file pertains to Discover server | servers
scanning. It is a file by file record of what happened
in the scan. If the scan of the file is successful, it
reads success, and then the path, size, time, owner,
and ACL information of the file scanned. If it failed,
a warning appears followed by the file name.
tomcat\localhost.date.log These Tomcat log files contain information for any | Enforce
action that involves the user interface. The logs Server
include the user interface errors from red error
message box, password failures when logging on,
and Oracle errors (ORA -#).
VontulncidentPersister.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuManager.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuMonitor.log This log file contains minimal information: stdout | All
and stderr only (fatal events). detection
servers
VontuMonitorController.log This log file contains minimal information: stdout | Enforce
and stderr only (fatal events). Server
VontuNotifier.log This log file pertains to the Notifier service and its | Enforce
communications with the Enforce Server and the | Server
MonitorController service. Look at this file to
see if the MonitorController service registered
a policy change.
VontuUpdate. log This log file is populated when you update Symantec | Enforce
Data Loss Prevention. Server

See “Network and Mobile Prevent for Web protocol debug log files” on page 290.

See “Network Prevent for Email log levels” on page 291.
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Log collection and configuration screen

Use the Logs screen (System > Servers > Logs) to collect log files or to configure
logging behavior for any Symantec Data Loss Prevention server. The Logs screen
contains two tabs that provide the following features:

m Collection—Use this tab to collect log files and configuration files from one
or more Symantec Data Loss Prevention servers.

See “Collecting server logs and configuration files” on page 281.

m Configuration—Use this tab to configure basic logging behavior for a Symantec
Data Loss Prevention server, or to apply a custom log configuration file to a
server.

See “Configuring server logging behavior” on page 276.

See “About log files” on page 267.

Configuring server logging behavior

Use the Configuration tab of the Logs screen (System > Servers > Logs) to change
logging configuration parameters for any server in the Symantec Data Loss
Prevention deployment. The Select a Diagnostic Log Setting menu provides
preconfigured settings for Enforce Server and detection server logging parameters.
You can select an available preconfigured setting to define common log levels or
to enable logging for common server features. The Select a Diagnostic Log Setting
menu also provides a default setting that returns logging configuration parameters
to the default settings used at installation time.

Table 12-3 describes the preconfigured log settings available for the Enforce
Server. Table 12-4 describes the preconfigured settings available for detection
servers.

Optionally, you can upload a custom log configuration file that you have created
or modified using a text editor. (Use the Collection tab to download a log
configuration file that you want to customize.) You can upload only those
configuration files that modify logging properties (file names that end with
Logging.properties). When you upload a new log configuration file to a server,
the server first backs up the existing configuration file of the same name. The
new file is then copied into the configuration file directory and its properties are
applied immediately.

You do not need to restart the server process for the changes to take effect, unless
you are directed to do so. As of the current software release, only changes to the
PacketCaptureNativeLogging.properties and
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DiscoverNativeLogging.properties files require you to restart the server
process.

See “Server controls” on page 192.

Make sure that the configuration file that you upload contains valid property
definitions that are applicable to the type of server you want to configure. If you
make a mistake when uploading a log configuration file, use the preconfigured
Restore Defaults setting to revert the log configuration to its original installed
state.

The Enforce Server administration console performs only minimal validation of
the log configuration files that you upload. It ensures that:

m Configuration file names correspond to actual logging configuration file names.

m Root level logging is enabled in the configuration file. This configuration
ensures that some basic logging functionality is always available for a server.

m Properties in the file that define logging levels contain only valid values (such
as INFO, FINE, OF WARNING).

If the server detects a problem with any of these items, it displays an error message
and cancels the file upload.

If the Enforce Server successfully uploads a log configuration file change to a
detection server, the administration console reports that the configuration change
was submitted. If the detection server then encounters any problems when tries
to apply the configuration change, it logs a system event warning to indicate the
problem.

Table 12-3 Preconfigured log settings for the Enforce Server
Select a Diagnostic Log Setting value Description
Restore Defaults Restores log file parameters to their default values.
Reporting API SOAP Logging Logs the entire SOAP request and response message for

most requests to the Reporting API Web Service. The
logged messages are stored in the

webservices soap.log file, which is not created by
default with new installations.

You can use the contents of webservices soap.log
to diagnose problems when developing Reporting API
Web Service clients. See the Symantec Data Loss
Prevention Reporting API Developers Guide for more
information.
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Table 12-3

Preconfigured log settings for the Enforce Server (continued)

Select a Diagnostic Log Setting value

Description

Custom Attribute Lookup Logging

Logs diagnostic information each time the Enforce Server
uses a lookup plug-in to populate custom attributes for
an incident. Lookup plug-ins populate custom attribute
data using LDAP, CSV files, or other data repositories.
The diagnostic information is recorded in the Tomcat log
file
(c:\SymantecDLP\logs\tomcat\localhost.date.loq)
and the IncidentPersister 0.log file.

See “About custom attributes” on page 1004.

See “About using custom attributes” on page 1006.

Table 12-4 Preconfigured log settings for detection servers
Select a Diagnostic Log Setting | Detection server uses Description
value
Restore Defaults All detection servers Restores log file parameters to their
default values.
Discover Trace Logging Network Discover Servers Enables informational logging for

Network Discover scans. These log
messages are stored in
FileReader0.log.
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Preconfigured log settings for detection servers (continued)

Select a Diagnostic Log Setting
value

Detection server uses

Description

Detection Trace Logging

All detection servers

Logs information about each message
that the detection server processes.
This includes information such as:

m The policies that were applied to
the message

m The policy rules that were
matched in the message

m The number of incidents that the
message generated.

When you enable Detection Trace
Logging, the resulting messages are
stored in the

detection operational trace 0.log

file.

Note: Trace logging can produce a
large amount of data, and the data is
stored in clear text format. Use trace
logging only when you need to debug
a specific problem.

Packet Capture Debug Logging

Network Monitor Servers

Enables basic debug logging for
packet capture with Network Monitor.
This setting logs information in the
PacketCapture. log file.

While this type of logging can
produce a large amount of data, the
Packet Capture Debug Logging
setting limits the log file size to 50 MB
and the maximum number of log files
to 10.

If you apply this log configuration
setting to a server, you must restart
the server process to enable the
change.
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Table 12-4

Preconfigured log settings for detection servers (continued)

Select a Diagnostic Log Setting
value

Detection server uses

Description

Email Prevent Logging

Network Prevent for Email servers

Enables full message logging for
Network Prevent for Email servers.
This setting logs the complete
message content and includes
execution and error tracing
information. Logged information is
stored in the SmtpPrevent0.log
file.

Note: Trace logging can produce a
large amount of data, and the data is
stored in clear text format. Use trace
logging only when you need to debug
a specific problem.

See “Network Prevent for Email
operational log codes” on page 291.

See “Network Prevent for Email
originated responses and codes”
on page 295.

ICAP Prevent Message Processing
Logging

Network Prevent for Web servers

Enables operational and access
logging for Network Prevent for Web.
This setting logs information in the
FileReader0.log file.

See “Network and Mobile Prevent for
Web operational log files and event
codes” on page 286.

See “Network and Mobile Prevent for
Web access log files and fields”
on page 288.

Follow this procedure to change the log configuration for a Symantec Data Loss
Prevention server.

To configure logging properties for a server

1 Click the Configuration tab if it is not already selected.

2 If you want to configure logging properties for a detection server, select the
server name from the Select a Detection Server menu.
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3 If you want to apply preconfigured log settings to a server, select the
configuration name from the Select a Diagnostic Configuration menu next
to the server you want to configure.

See Table 12-3 and Table 12-4 for a description of the diagnostic
configurations.

4 Ifyouinstead want to use a customized log configuration file, click Browse...
next to the server you want to configure. Then select the logging configuration
file to use from the File Upload dialog, and click Open. You upload only
logging configuration files, and not configuration files that affect other server
features.

Note: If the Browse button is unavailable because of a previous menu selection,
click Clear Form.

5 Click Configure Logs to apply the preconfigured setting or custom log
configuration file to the selected server.

6 Check for any system event warnings that indicate a problem in applying
configuration changes on a server.

See “Log collection and configuration screen” on page 276.

Note: The following debug log files are configured manually outside of the logging
framework available through the Enforce Server administration console:
ContentExtractionAPI FileReader.log,ContentExtractionAPI Manager.log,
ContentExtractionHost FileReader.log,ContentExtractionHost Manager.log,
machinelearning native filereader.log, and
machinelearning training native manager.log. Refer to the entry for each
of these log files in debug log file list for configuration details. See “Debug log
files” on page 271.

Collecting server logs and configuration files

Use the Collection tab of the Logs screen (System > Servers > Logs) to collect log
files and configuration files from one or more Symantec Data Loss Prevention
servers. You can collect files from a single detection server or from all detection
servers, as well as from the Enforce Server computer. You can limit the collected
files to only those files that were last updated in a specified range of dates.

The Enforce Server administration console stores all log and configuration files
that you collect in a single z1p file on the Enforce Server computer. If you retrieve
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files from multiple Symantec Data Loss Prevention servers, each server's files are
stored in a separate subdirectory of the z1p file.

Checkboxes on the Collection tab enable you to collect different types of files
from the selected servers. Table 12-5 describes each type of file.

Table 12-5

File types for collection

File type

Description

Operational Logs

Operational log files record detailed information about
the tasks the software performs and any errors that occur
while the software performs those tasks. You can use the
contents of operational log files to verify that the software
functions as you expect it to. You can also use these files
to troubleshoot any problems in the way the software
integrates with other components of your system.

For example, you can use operational log files to verify
that a Network Prevent for Email Server communicates
with a specific MTA on your network.

Debug and Trace Logs

Debug log files record fine-grained technical details about
the individual processes or software components that
comprise Symantec Data Loss Prevention. The contents
of debug log files are not intended for use in diagnosing
system configuration errors or in verifying expected
software functionality. You do not need to examine debug
log files to administer or maintain an Symantec Data Loss
Prevention installation. However, Symantec Support may
ask you to provide debug log files for further analysis
when you report a problem. Some debug log files are not
created by default. Symantec Support can explain how
to configure the software to create the file if necessary.
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File types for collection (continued)

File type

Description

Configuration Files

Use the Configuration Files option to retrieve both
logging configuration files and server feature
configuration files.

Logging configuration files define the overall level of
logging detail that is recorded in server log files. Logging
configuration files also determine whether specific
features or subsystem events are recorded to log files.

For example, by default the Enforce console does not log
SOAP messages that are generated from Reporting API
Web service clients. The ManagerLogging.properties
file contains a property that enables logging for SOAP
messages.

You can modify many common logging configuration
properties by using the presets that are available on the
Configuration tab.

If you want to update a logging configuration file by hand,
use the Configuration Files checkbox to download the
configuration files for a server. You can modify individual
logging properties using a text editor and then use the
Configuration tab to upload the modified file to the
server.

See “Configuring server logging behavior” on page 276.

The Configuration Files option retrieves the active
logging configuration files and also any backup log
configuration files that were created when you used the
Configuration tab. This option also retrieves server
feature configuration files. Server feature configuration
files affect many different aspects of server behavior,
such as the location of a syslog server or the
communication settings of the server. You can collect
these configuration files to help diagnose problems or
verify server settings. However, you cannot use the
Configuration tab to change server feature configuration
files. You can only use the tab to change logging
configuration files.
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Table 12-5 File types for collection (continued)
File type Description
Agent Logs Use the Agent Logs option to collect DLP agent service

and operational log files from an Endpoint Prevent
detection server. This option is available only for
Endpoint Prevent servers. To collect agent logs using this
option, you must have already pulled the log files from
individual agents to the Endpoint Prevent detection server
using a Pull Logs action.

Use the agent overview screen to select individual agents
and pull selected log files to the Endpoint Prevent
detection server. Then use the Agent Logs option on this
page to collect the log files.

When the logs are pulled from the endpoint computer,
they are stored on the Endpoint Server in an unencrypted
format. After you collect the logs from the Endpoint
Server, the logs are deleted from the Endpoint Server and
are stored only on the Enforce Server. You can only collect
logs from one endpoint computer at a time.

See “Agent overview actions” on page 1390.

Operational, debug, trace log files are stored in the server identifier/logs
subdirectory of the z1p file. server_identifier identifies the server that generated
the log files, and it corresponds to one of the following values:

m Ifyou collect log files from the Enforce Server, Symantec Data Loss Prevention
replaces server_identifier with the string Enforce. Note that Symantec Data
Loss Prevention does not use the localized name of the Enforce Server.

m If a detection server’s name includes only ASCII characters, Symantec Data
Loss Prevention uses the detection server name for the server_identifier value.

m If a detection server’s name contains non-ASCII characters, Symantec Data
Loss Prevention uses the string betectionServer-1D-id number for the
server_identifier value. id_number is a unique identification number for the
detection server.

If you collect agent service log files or operational log files from an Endpoint
Prevent server, the files are placed in the server identifier/agentlogs
subdirectory. Each agent log file uses the individual agent name as the log file
prefix.

Follow this procedure to collect log files and log configuration files from Symantec
Data Loss Prevention servers.
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To collect log files from one or more servers
1 Click the Collection tab if it is not already selected.

2 Usethe Date Range menu to select a range of dates for the files you want to
collect. Note that the collection process does not truncate downloaded log
files in any way. The date range limits collected files to those files that were
last updated in the specified range.

3 To collect log files from the Enforce Server, select one or more of the
checkboxes next to the Enforce Server entry to indicate the type of files you
want to collect.

4 Tocollect log files from one or all detection servers, use the Select a Detection
Server menu to select either the name of a detection server or the Collect
Logs from All Detection Servers option. Then select one or more of the
checkboxes next to the menu to indicate the type of files you want to collect.

5 Click Collect Logs to begin the log collection process.

The administration console adds a new entry for the log collection process
in the Previous Log Collections list at the bottom of the screen. If you are
retrieving many log files, you may need to refresh the screen periodically to
determine when the log collection process has completed.

Note: You can run only one log collection process at a time.

6 To cancel an active log collection process, click Cancel next to the log
collection entry. You may need to cancel log collection if one or more servers
are offline and the collection process cannot complete. When you cancel the
log collection, the ZIP file contains only those files that were successfully
collected.

7 Todownload collected logs to your local computer, click Download next to
the log collection entry.

8 Toremove ZIP files stored on the Enforce Server, click Delete next to a log
collection entry.

See “Log collection and configuration screen” on page 276.

See “About log files” on page 267.

About log event codes

Operational log file messages are formatted to closely match industry standards
for the various protocols involved. These log messages contain event codes that
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describe the specific task that the software was trying to perform when the
message was recorded. Log messages are generally formatted as:

Timestamp [Log Level] (Event Code) Event description [event parameters]
m See “Network and Mobile Prevent for Web operational log files and event

codes” on page 286.
m See “Network Prevent for Email operational log codes” on page 291.

m See “Network Prevent for Email originated responses and codes” on page 295.

Network and Mobile Prevent for Web operational log files and event
codes
Network and Mobile Prevent for Web log file names use the format of
WebPrevent OperationalX.log (where Xis a number). The number of files that
are stored and their sizes can be specified by changing the values in the
FileReaderLogging.properties file. This file is in the
SymantecDLP\Protect\config directory. By default, the values are:

m com.vontu.icap.log.IcapOperationalLogHandler.limit = 5000000
m com.vontu.icap.log.IcapOperationalLogHandler.count = 5

Table 12-6 lists the Network and Mobile Prevent for Web-defined operational
logging codes by category. The italicized part of the text contains event parameters.

Table 12-6 Status codes for Network and Mobile Prevent for Web operational
logs

Code |Text and Description

Operational Events

1100 |Starting Mobile Prevent for Web

1101 |Shutting down Mobile Prevent for Web

Connectivity Events




Managing log files
About log event codes

Table 12-6 Status codes for Network and Mobile Prevent for Web operational

logs (continued)

Code | Text and Description
1200 |Listening for incoming connections at

icap bind address:icap bind port

Where:

m icap bind_address is the Network and Mobile Prevent for Web bind address
to which the server listens. This address is specified with the Icap.BindAddress
Advanced Setting.

B icap bind portis the port at which the server listens. This port is set in the
Server > Configure page.

1201 |Connection (id=conn id) opened from

host (icap client ip:icap client port)

Where:

m conn_id is the connection ID that is allocated to this connection. This ID can
be helpful in doing correlations between multiple logs.

m icap client_ip and icap_client_port are the proxy's IP address and port from
which the connect operation to Network and Mobile Prevent for Web was
performed.

1202 |Connection (id=conn id) closed (close reason)

Where:

B conn_id is the connection ID that is allocated to the connect operation.

B close_reason provides the reason for closing the connection.

1203 |Connection states: REQMOD=N, RESPMOD=N,

OPTIONS=N, OTHERS=N

Where N indicates the number of connections in each state, when the message
was logged.

This message provides the system state in terms of connection management. It
is logged whenever a connection is opened or closed.

Connectivity Errors
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Table 12-6 Status codes for Network and Mobile Prevent for Web operational
logs (continued)

Code | Text and Description

5200 |Failed to create listener at icap bind address:icap bind port

Where:

W icap bind address is the Network and Mobile Prevent for Web bind address
to which the server listens. This address can be specified with the
Icap.BindAddress Advanced Setting.

m icap bind_port is the port at which the server listens. This port is set on the
Server > Configure page.

5201 |Connection was rejected from unauthorized host (host ip:port)

Where host_ip and port are the proxy system IP and port address from which a
connect attempt to Network and Mobile Prevent for Web was performed. If the
host is not listed in the Icap.AllowHosts Advanced setting, it is unable to form a
connection.

See “About log files” on page 267.

Network and Mobile Prevent for Web access log files and fields

Network and Mobile Prevent for Web log file names use the format of
WebPrevent AccessX.log(where Xisanumber). The number of files that are
stored and their sizes can be specified by changing the values in the
FileReaderLogging.properties file. By default, the values are:

m com.vontu.icap.log.IcapAccessLogHandler.limit = 5000000
m com.vontu.icap.log.IcapAccessLogHandler.count = 5

A Network and Mobile Prevent for Web access log is similar to a proxy server’s
Web access log. The “start” log message format is:

# Web Prevent starting: start_time

Where start_time format is date: time, for example:
13/Aug/2008:03:11:22:015-0700.

The description message format is:

# host ip "auth user" time stamp "request line" icap status code

won

request size "referer user agent" processing time (ms) conn_id client ip

client port action code icap method code traffic source code
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Table 12-7 lists the fields. The values of fields that are enclosed in quotes in this
example are quoted in an actual message. If field values cannot be determined,
the message displays - or "" as a default value.

Table 12-7 Network and Mobile Prevent for Web access log fields
Fields Explanation
host_ip IP address of the host that made the request.
auth_user Authorized user for this request.
time_stamp Time that Network and Mobile Prevent receives the request.

request_line

Line that represents the request.

icap_status_code

ICAP response code that Network and Mobile Prevent sends by
for this request.

request_size

Request size in bytes.

referrer Header value from the request that contains the URI from which
this request came.
user_agent User agent that is associated with the request.

processing_time

Request processing time in milliseconds. This value is the total

(milliseconds) of the receiving, content inspection, and sending times.
conn_id Connection ID associated with the request.
client_ip IP of the ICAP client (proxy).

client_port

Port of the ICAP client (proxy).

action_code

An integer representing the action that Network and Mobile
Prevent for Web takes. Where the action code is one of the
following:

= UNKNOWN

= ALLOW

= BLOCK

REDACT

= ERROR

= ALLOW_WITHOUT INSPECTION

= OPTIONS RESPONSE

= REDIRECT
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Table 12-7 Network and Mobile Prevent for Web access log fields (continued)
Fields Explanation
icap_method_code Aninteger representing the ICAP method that is associated with

this request. Where the ICAP method code is one of the following:

-1 = ILLEGAL
OPTIONS
REQMOD
RESPMOD
LOG

0
1
2
3

traffic_source_code An integer that represents the source of the network traffic.
Where the traffic source code is one of the following:

0 = MOBILE
1 = WEB
2 UNKNOWN

See “About log files” on page 267.

Network and Mobile Prevent for Web protocol debug log files

To enable ICAP trace logging, set the Icap.EnableTrace Advanced setting to true
and use the Icap.TraceFolder Advanced setting to specify a directory to receive
the traces. Symantec Data Loss Prevention service must be restarted for this
change to take effect.

Trace files that are placed in the specified directory have file names in the format:
timestamp-conn_id. The first line of a trace file provides information about the
connecting host IP and port along with a timestamp. File data that is read from
the socket is displayed in the format <<timestamp number of bytes read.Data
that is written to the socket is displayed in the format >>timestamp
number of bytes written. The last line should note that the connection has
been closed.

Note: Trace logging produces a large amount of data and therefore requires a
large amount of free disk storage space. Trace logging should be used only for
debugging an issue because the data that is written in the file is in clear text.

See “About log files” on page 267.
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Network Prevent for Email log levels

Network Prevent for Email log file names use the format of

EmailPrevent OperationalX.log(where Xisanumber). The number of files that
are stored and their sizes can be specified by changing the values in the
FileReaderLogging.properties file. By default, the values are:

m com.vontu.mta.log.SmtpOperationalLogHandler.limit = 5000000
m com.vontu.mta.log.SmtpOperationalLogHandler.count = 5

Atvarious log levels, components in the com.vontu.mta.rp package output varying
levels of detail. The com.vontu.mta.rp.level setting specifies log levels in the
RequestProcessorLogging.properties file which is stored in the
SymantecDLP\Protect\config directory. For example, com.vontu.mta.rp.level =
FINE specifies the FINE level of detail.

Table 12-8 describes the Network Prevent for Email log levels.

Table 12-8 Network Prevent for Email log levels

Level |Guidelines

INFO General events: connect and disconnect notices, information on the messages
that are processed per connection.

FINE | Some additional execution tracing information.

FINER | Envelope command streams, message headers, detection results.

FINEST | Complete message content, deepest execution tracing, and error tracing.

See “About log files” on page 267.

Network Prevent for Email operational log codes

Table 12-9 lists the defined Network Prevent for Email operational logging codes
by category.

Table 12-9 Status codes for Network Prevent for Email operational log

Code |Description

Core Events

1100 Starting Network Prevent for Email

1101 Shutting down Network Prevent for Email
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Table 12-9 Status codes for Network Prevent for Email operational log
(continued)

Code |Description

1102 Reconnecting to FileReader (tid=id)
Where id is the thread identifier.
The RequestProcessor attempts to re-establish its connection with the FileReader
for detection.

1103 Reconnected to the FileReader successfully (tid=id)
The RequestProcessor was able to re-establish its connection to the FileReader.

Core Errors

5100 Could not connect to the FileReader (tid=id timeout=.3s)
An attempt to re-connect to the FileReader failed.

5101 FileReader connection lost (tid=id)
The RequestProcessor connection to the FileReader was lost.

Connectivity Events

1200 Listening for incoming connections (local=hostname)
Hostnames is an IP address or fully-qualified domain name.

1201 Connection accepted (tid=id cid=N
local=hostname:port
remote=hostname:port)
Where N is the connection identifier.

1202 Peer disconnected (tid=id cid=N
local=hostname:port
remote=hostname:port)

1203 Forward connection established (tid=id cid=N
local=hostname:port
remote=hostname:port)

1204 Forward connection closed (tid=id cid=N
local=hostname:port
remote=hostname:port)
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Table 12-9 Status codes for Network Prevent for Email operational log

(continued)

Code

Description

1205

Service connection closed (tid=id cid=N
local=hostname:port
remote=hostname:port messages=1 time=0.14s)

Connectivity Errors

5200

Connection is rejected from the unauthorized host (tid=id
local=hostname:port
remote=hostname:port)

5201

Local connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5202

Sender connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5203

Forwarding connection error (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5204

Peer disconnected unexpectedly (tid=id cid=N
local=hostname:port
remote=hostname:port reason=Explanation)

5205

Could not create listener (address=local=hostname:port

reason=Explanation)

5206

Authorized MTAs contains invalid hosts: hostname,
hostname,

5207

MTA restrictions are active, but no MTAs are authorized
to communicate with this host

5208

TLS handshake failed (reason=Explanation tid=id cid=N
local=hostname remote=hostname)
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Table 12-9 Status codes for Network Prevent for Email operational log

(continued)

Code |Description

5209 TLS handshake completed (tid=id cid=N
local=hostname remote=hostname)

5210 All forward hosts unavailable (tid=id cid=N
reason=Explanation)

5211 DNS lookup failure (tid=id cid=N
NextHop=hostname reason=Explanation)

5303 Failed to encrypt incoming message (tid=id cid=N
local=hostname remote=hostname)

5304 Failed to decrypt outgoing message (tid=id cid=N

local=hostname remote=hostname)

Message Events

1300

Message complete (cid=N message id=3 dlp id=message identifier

size=number sender=email address recipient_ count=N
disposition=response estatus=statuscode rtime=N
dtime=N mtime=N

Where:

B Recipient_count is the total number of addressees in the To, CC, and BCC
fields.

B Response is the Network Prevent for Email response which can be one of:

PASS, BLOCK, BLOCK AND REDIRECT, REDIRECT, MODIFY, or ERROR.
Thee status is an Enhanced Status code.

See “Network Prevent for Email originated responses and codes” on page 295.
The rtime is the time in seconds for Network Prevent for Emailto fully receive
the message from the sending MTA.

The dtime is the time in seconds for Network Prevent for Email to perform
detection on the message.

The mtime is the total time in seconds for Network Prevent for Email to
process the message Message Errors.

Message Errors
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Table 12-9 Status codes for Network Prevent for Email operational log
(continued)

Code |Description

5300 Error while processing message (cid=N message id=header ID

dlp_id=message identifier size=0 sender=email address
recipient count=N disposition=response estatus=statuscode
rtime=N dtime=N mtime=N reason=Explanation

Where header_ID is an RFC 822 Message-Id header if one exists.

5301

Sender rejected during re-submit

5302

Recipient rejected during re-submit

See “About log files” on page 267.

Network Prevent for Email originated responses and codes

Network Prevent for Email originates the following responses. Other protocol
responses are expected as Network Prevent for Email relays command stream

responses from the forwarding MTA to the sending MTA. Table 12-10 shows the

responses that occur in situations where Network Prevent must override the
receiving MTA. It also shows the situations where Network Preventgenerates a
specific response to an event that is not relayed from downstream.

“Enhanced Status” is the RFC1893 Enhanced Status Code associated with the
response.

Table 12-10

Network Prevent for Email originated responses

Code

Enhanced
Status

Text

Description

250

2.0.0

Ok: Carry on.

Success code that Network Prevent for Email uses.

221

2.0.0

Service
closing.

The normal connection termination code that Network
Prevent for Email generates if a QUIT request is
received when no forward MTA connection is active.
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Table 12-10 Network Prevent for Email originated responses (continued)

Code | Enhanced | Text Description

Status

451 |4.3.0 Error: This “general, transient” error response is issued
Processing when a (potentially) recoverable error condition
error. arises. This error response is issued when a more

specific error response is not available. Forward
connections are sometimes closed, and their
unexpected termination is occasionally a cause of a
code 451, status 4.3.0. However sending connections
should remain open when such a condition arises
unless the sending MTA chooses to terminate.

421 [4.3.0 Fatal: This “general, terminal” error response is issued when
Processing a fatal, unrecoverable error condition arises. This
error. error results in the immediate termination of any
Closing sender or receiver connections.
connection.

421 |4.4.1 Fatal: That an attempt to connect the forward MTA was
Forwarding refused or otherwise failed to establish properly.
agent
unavailable.

421 (4.4.2 Fatal: Closing connection. The forwarded MTA connection
Connection is lost in a state where further conversation with the
lost to sending MTA is not possible. The loss usually occurs
forwarding in the middle of message header or body buffering.
agent. The connection is terminated immediately.

451 [4.4.2 Error: The forward MTA connection was lost in a state that
Connection may be recoverable if the connection can be
lost to re-established. The sending MTA connection is
forwarding maintained unless it chooses to terminate.
agent.

421 |4.4.7 Error: The last command issued did not receive a response
Request within the time window that is defined in the
timeout RequestProcessor.DefaultCommandTimeout. (The
exceeded. time window may be from

RequestProcessor.DotCommandTimeout if the
command issued was the “.”). The connection is closed
immediately.
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Table 12-10 Network Prevent for Email originated responses (continued)

Code | Enhanced | Text Description

Status

421 |4.4.7 Error: The connection was idle (no commands actively
Connection awaiting response) in excess of the time window that
timeout is defined in
exceeded. RequestProcessor.DefaultCommandTimeout.

501 |5.5.2 Fatal: A fatal violation of the SMTP protocol (or the
Invalid constraints that are placed on it) occurred. The
transmission |violation is not expected to change on a resubmitted
request. message attempt. This message is only issued in

response to a single command or data line that
exceeds the boundaries that are defined in
RequestProcessor.MaxLineLength.

502 |5.5.1 Error: Defined but not currently used.
Unrecognized
command.

550 |5.7.1 User This combination of code and status indicates that a
Supplied. Blocking response rule has been engaged. The text

that is returned is supplied as part of the response
rule definition.

Note that a 4xx code and a 4.x.x enhanced status indicate a temporary error. In

such cases the MTA can resubmit the message to the Network Prevent for Email

Server. A 5xx code and a 5.x.x enhanced status indicate a permanent error. In
such cases the MTA should treat the message as undeliverable.

See “About log files” on page 267.
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Using Symantec Data Loss
Prevention utilities

This chapter includes the following topics:

About the Symantec Data Loss Prevention utilities

Symantec provides a suite of utilities to help users accomplish those tasks that
need to be done on an infrequent basis. The utilities are typically used to perform
troubleshooting and maintenance tasks. They are also used to prepare data and

About the Symantec Data Loss Prevention utilities
About Endpoint utilities

About the Environment Check Utility

About DBPasswordChanger

About the sslkeytool utility and server certificates
About using the SQL Preindexer

About using the Remote EDM Indexer

files for use with the Symantec Data Loss Prevention software.

The Symantec Data Loss Prevention utilities are provided for both Windows and
Linux operating systems. You use the command line to run the utilities on both
operating systems. The utilities operate in a similar manner regardless of operating

system.

Table 13-1 describes how and when to use each utility.
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Table 13-1 Symantec Data Loss Prevention utilities

Name

Description

Environment Check Utility

Audits the environment of a Symantec Data
Loss Prevention server system and gathers
information into a ZIP file. Symantec
Support can use the ZIP file to troubleshoot
problems.

See “About the Environment Check Utility”
on page 302.

DBPasswordChanger

Changes the encrypted password that the
Enforce Server uses to connect to the Oracle
database.

See “About DBPasswordChanger”
on page 304.

sslkeytool

Generates custom authentication keys to
improve the security of the data that is
transmitted between the Enforce Server and
detection servers. The custom authentication
keys must be copied to each Symantec Data
Loss Prevention server.

See “About the sslkeytool utility and server
certificates” on page 306.

SQL Preindexer

Indexes an SQL database or runs an SQL
query on specific data tables within the
database. This utility is designed to pipe its
output directly to the Remote EDM Indexer
utility.

See “About using the SQL Preindexer”
on page 311.
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Table 13-1 Symantec Data Loss Prevention utilities (continued)
Name Description
Remote EDM Indexer Converts a comma-separated or

tab-delimited data file into an exact data
matching index. The utility can be run on a
remote machine to provide the same
indexing functionality that is available
locally on the Enforce Server.

This utility is often used with the SQL
Preindexer. The SQL Preindexer can run an
SQL query and pass the resulting data
directly to the Remote EDM Indexer to create
an EDM index.

See “About using the Remote EDM Indexer”
on page 314.

About Endpoint utilities

Table 13-2 describes those utilities that apply to the Endpoint products.

See “About Endpoint Discover and Endpoint Prevent” on page 1307.

See “About Endpoint tools” on page 1405.

Table 13-2

Endpoint utilities

Name

Description

endpointkeytool

The endpointkeytool utility creates a new
authentication key that is used to encrypt
communication between the Endpoint Server
and the Symantec DLP Agent. The new
authentication key replaces the hard-coded
AES key. Use endpointkeytool to generate a
new authentication key before installing the
Symantec DLP Agent on endpoint
computers.

Service_Shutdown.exe

This utility enables an administrator to turn
off both the agent and the watchdog services
on an endpoint computer. (As a
tamper-proofing measure, it is not possible
for a user to stop either the agent or the
watchdog service.)

301



302 | Using Symantec Data Loss Prevention utilities
About the Environment Check Utility

Table 13-2 Endpoint utilities (continued)
Name Description
vontu_sqlite3.exe This utility provides an SQL interface that

enables you to view or modify the encrypted
database files that the Symantec DLP Agent
uses. Use this tool when you want to
investigate or make changes to the Symantec
Data Loss Prevention files.

logdump.exe This tool lets you view the Symantec DLP
Agent extended log files, which are hidden
for security reasons.

About the Environment Check Utility

The Environment Check Utility (ECU) validates the environment in which
Symantec Data Loss Prevention servers operate. The ECU is a troubleshooting
tool that is installed with the Enforce Server and detection servers. In most cases
information is collected from both the Enforce Server and its detection servers.
Certain checks are performed only when you run the utility on the Enforce Server.

See Table 13-3 for a description of which tasks are performed on Enforce Servers
and detection servers.

Table 13-3 Environment Check Utility tasks

Task Server Type

m Checks and displays the Windows or Linux operating | Enforce Server or detection
system version. server

m Verifies that required Symantec Data Loss Prevention
services are running.

m Displays the full Symantec Data Loss Prevention version
number.

m  Checks the host configuration file and writes the
configuration to a log file.
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Table 13-3 Environment Check Utility tasks (continued)

Task Server Type

m Checks for the existence of the System Account user that | Enforce Server
was created during the Enforce Server installation.

m Checks the stored settings for each registered detection
server and writes the information to the
/SymantecDLP/Protect/ECU/eculogs/monitorSettings
directory.

m Checks the Oracle database by exercising the Symantec
Data Loss Prevention Notification and Lock Manager
services.

B Checks the network connection from the Enforce Server
to each registered detection server.

If you experience problems with your installation, Symantec Support may ask
you to run this utility to collect information about the system environment.

Running the Environment Check Utility on Windows

If the default installation directory was used, the Environment Check Utility is
located in the c: \SymantecDLP\Protect\ECU directory.

To run the ECU on Windows

1 Fromthe Windows Start menu, select Run and type cmd in the resulting Run
dialog box to open a command prompt window.

2 Gotothe ECU folder (c: \SymantecDLP\Protect\EcCU if you installed in the
default location).

3 Execute the utility:

EnvironmentCheckUtility.exe

See “About Environment Check Utility output” on page 304.

Running the Environment Check Utility on Linux

If the default installation directory was used, the Environment Check Utility is
located in the /opt/SymantecDLP/Protect/ECU directory.
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To run the ECU on Linux

1 Logon asthe protect user by typing:

su protect

2 Go to the ECU directory. If you used the defaults during installation, type:

cd /opt/SymantecDLP/Protect/ECU

3 Execute the utility:

./EnvironmentCheckUtility

See “About Environment Check Utility output” on page 304.

About Environment Check Utility output

When you run the Environment Check Utility, it generates an eculogs. zip file
in the Ecu subdirectory. This ZIP file contains several files with system information.
If the utility runs on the Enforce Server computer, it also generates a subdirectory
named eculogs\monitorSettings that contains information about each registered
detection server.

The output files stored in eculogs.zip are as follows:

B ECUoutput.txt contains the test results (pass or fail) and possible reasons for
the test failures.

B ccu error log.txtrecordsany errorsthatoccurred during the tests that the
utility ran.

B ccu HostFileLog.txt contains a dump of the contents of the host file.

B server nameSettings.txt files record the settings of registered detection
servers. These files, and eculogs/monitorSettings directory are generated
only on the Enforce Server computer.

After the eculogs. zip file is created, send it to Symantec Support for further
analysis.

See “About log files” on page 267.

About DBPasswordChanger

Symantec Data Loss Prevention stores encrypted passwords to the Oracle database
in a file that is called patabasePassword.properties, located in
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c:\SymantecDLP\Protect\config (Windows)
or/opt/SymantecDLP/Protect/config (Linux). Because the contents of the file
are encrypted, you cannot directly modify the file. The DBPasswordChanger utility
changes the stored Oracle database passwords that the Enforce Server uses.

Before you can use DBPasswordChanger to change the password to the Oracle
database you must:

m Shut down the Enforce Server.
m Change the Oracle database password using Oracle utilities.

See “Example of using DBPasswordChanger” on page 305.

DBPasswordChanger syntax
The DBPasswordChanger utility uses the following syntax:

DBPasswordChanger password file new oracle password

All command-line parameters are required. The following table describes each
command-line parameter.

See “Example of using DBPasswordChanger” on page 305.

Table 13-4 DBPasswordChanger command-line parameters
Parameter Description
password file Specifies the file that contains the encrypted

password. By default, this file is named
ProtectPassword.properties and is stored
in \SymantecDLP\Protect\config(Windows)
or /opt/SymantecDLP/Protect/config
(Linux).

new oracle password Specifies the new Oracle password to encrypt and
store.

Example of using DBPasswordChanger

If Symantec Data Loss Prevention was installed in the default location, then the
DBPasswordChanger utility is located at c: \Vontu\Protect\bin (Windows) or
/opt/Vontu/Protect/bin (Linux). You must be an Administrator (or root) to run
DBPasswordChanger.

For example, type:
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DBPasswordChanger \Vontu\Protect\bin\DatabasePassword.properties

protect oracle

See “DBPasswordChanger syntax” on page 305.

About the sslkeytool utility and server certificates

Symantec Data Loss Prevention uses Secure Socket Layer/Transport Layer Security
(SSL/TLS) to encrypt all data that is transmitted between servers. Symantec Data
Loss Prevention also uses the SSL/TLS protocol for mutual authentication between
servers. Servers implement authentication by the mandatory use of client and
server-side certificates. By default, connections between servers use a single,
self-signed certificate that is embedded securely inside the Symantec Data Loss
Prevention software. All Symantec Data Loss Prevention installations at all
customer sites use this same certificate.

Symantec recommends that you replace the default certificate with unique,
self-signed certificates for your organization’s installation. You store a certificate
on the Enforce Server, and on each detection server that communicates with the
Enforce Server. These certificates are generated with the sslkeytool utility.

Note: If you install a Network Prevent detection server in a hosted environment,
you must generate unique certificates for your Symantec Data Loss Prevention
servers. You cannot use the built-in certificate to communicate with a hosted
Network Prevent server.

Note: Symantec recommends that you create dedicated certificates for
communication with your Symantec Data Loss Prevention servers. When you
configure the Enforce Server to use a generated certificate, all detection servers
in your installation must also use generated certificates. You cannot use the
built-in certificate with some detection servers and the built-in certificate with
other servers.

See “About sslkeytool command line options” on page 307.

See “Using sslkeytool to generate new Enforce and detection server certificates”
on page 308.

See “Using sslkeytool to add new detection server certificates” on page 310.
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About sslkeytool command line options

sslkeytool is a command-line utility that generates a unique pair of SSL
certificates (keystore files). ss1keytool is located in the
\SymantecDLP\Protect\bin directory (Windows) or

/opt/SymantecDLP/Protect /bin directory (Linux). It must run under the Symantec
Data Loss Prevention operating system user account which, by default, is “protect.”
Also, you must run sslkeytool directly on the Enforce Server computer.

The following command forms and options are available for ss1keytool:

-genkey [-dir=directory -alias=aliasFile]

Generates two unique certificates (keystore files) by default: one for the Enforce
Server and one for other detection servers. The optional -dir argument
specifies the directory where the keystore files are placed. The optional -alias
argument generates additional keystore files for each alias specified in the
aliasFile. You can use the alias file to generate unique certificates for each
detection server in your system (rather than using a same certificate on each
detection server). Use this command form the first time you generate unique
certificates for your Symantec Data Loss Prevention installation.

-list=file
Lists the content of the specified keystore file.

-alias=aliasFile -enforce=enforceKeystoreFile [-dir=directory]
Generates multiple certificate files for detection servers using the aliases you
define in aliasFile. You must specify an existing Enforce Server keystore file
to use when generating the new detection server keystore files. The optional
-dir argument specifies the directory where the keystore files are placed. If
you specify the -dir argument, you must also place the Enforce Server keystore
file in the specified directory. Use this command form to add new detection
server certificates to an existing Symantec Data Loss Prevention installation.

For example, the command sslkeytool -genkey generates two files:

B enforce.timestamp.sslKeyStore

B nmonitor.timestamp.sslKeyStore

Unless you specified a different directory with the -dir argument, these two
keystore files are created in the bin directory where the sslkeytool utility resides.

See “About the sslkeytool utility and server certificates” on page 306.

See “Using sslkeytool to generate new Enforce and detection server certificates”
on page 308.

See “Using sslkeytool to add new detection server certificates” on page 310.
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Using sslkeytool to generate new Enforce and detection server

certificates

After installing Symantec Data Loss Prevention, use the -genkey argument with
sslkeytool to generate new certificates for the Enforce Server and detection
servers. Symantec recommends that you replace the default certificate used to
secure communication between servers with unique, self-signed certificates. The
-genkey argument automatically generates two certificate files. You store one
certificate on the Enforce Server, and the second certificate on each detection
server. The optional -alias command lets you generate a unique certificate file
for each detection server in your system. To use the -alias you must first create
an alias file that lists the name of each alias create.

To generate unique certificates for Symantec Data Loss Prevention servers

1

Log on to the Enforce Server computer using the "protect” user account you
created during Symantec Data Loss Prevention installation.

From a command window, go to the c: \symantecDLP\Protect\bin directory
where the ss1keytool utility is stored.

If you want to create a dedicated certificate file for each detection server,
first create a text file to list the alias names you want to create. Place each
alias on a separate line. For example:

net monitor0l
protectOl
endpoint01
smtp preventO1l
web_prevent01l

classification0O1

Note: The -genkey argument automatically creates certificates for the

"enforce" and "monitor" aliases. Do not add these aliases to your custom alias
file.

Run the ssi1keytool utility with the -genkey argument and optional -dir
argument to specify the output directory. If you created a custom alias file,
also specify the optional -alias argument, as in this example:

sslkeytool -genkey -alias=.\aliases.txt -dir=.\generated keys

This generates new certificates (keystore files) in the specified directory. Two
files are automatically generated with the -genkey argument:
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B enforce.timestamp.sslKeyStore
B nmonitor.timestamp.sslKeyStore

sslkeytool also generates individual files for any aliases that are defined in
the alias file. For example:

m net_monitor01.timestamp.sslKeyStore
m protectOl.timestamp.sslKeyStore

m endpointO1.timestamp.sslKeyStore

m smtp_preventOl.timestamp.sslKeyStore
m web_preventOl.timestamp.sslKeyStore
m classification01.timestamp.sslKeyStore

5 Copy the certificate file whose name begins with enforce to the
c:\SymantecDLP\Protect\keystore directory on the Enforce Server.

6 If you want to use the same certificate file with all detection servers, copy
the certificate file whose name begins with monitor to the
c:\SymantecDLP\Protect\keystore directory of each detection server in
your system.

If you generated a unique certificate file for each detection server in your
system, copy the appropriate certificate file to the keystore directory on
each detection server computer.

7 Delete or secure any additional copies of the certificate files to prevent
unauthorized access to the generated keys.

8 Restart the Vontu Monitor Controller service on the Enforce Server and the
Vontu Monitor service on the detection servers.

When you install a Symantec Data Loss Prevention server, the installation program
creates a default keystore in the xeystore directory. When you copy a generated
certificate file into this directory, the generated file overrides the default
certificate. If you later remove the certificate file from the keystore directory,
Symantec Data Loss Prevention reverts to the default keystore file embedded
within the application. This behavior ensures that data traffic is always protected.
Note, however, that you cannot use the built-in certificate with certain servers
and a generated certificate with other servers. All servers in the Symantec Data
Loss Prevention system must use either the built-in certificate or a custom
certificate.
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Note: If more than one keystore file is placed in the keystore directory, the server
does not start.

See “Using sslkeytool to add new detection server certificates” on page 310.
See “About sslkeytool command line options” on page 307.

See “About the sslkeytool utility and server certificates” on page 306.

Using sslkeytool to add new detection server certificates

Use sslkeytool with the -alias argument to generate new certificate files for
an existing Symantec Data Loss Prevention deployment. When you use this
command form, you must provide the current Enforce Server keystore file, so
that sslkeytool can embed the Enforce Server certificate in the new detection
server certificate files that you generate.

To generate new detection server certificates

1 Logon tothe Enforce Server computer using the "protect" user account that
you created during Symantec Data Loss Prevention installation.

2 Fromacommand window, gotothe c:\SymantecDLP\Protect\bin directory
where the ss1keytool utility is stored.

3 Createadirectory in which you will store the new detection server certificate
files. For example:

mkdir new certificates

Copy the Enforce Server certificate file to the new directory. For example:

Create a text file that lists the new server alias names that you want to create.
Place each alias on a separate line. For example:

endpoint02
smtp prevent02

6 Runthe sslkeytool utility with the -a1ias argument and -dir argument to
specify the output directory. Also specify the name of the Enforce Server
certificate file that you copied into the certificate directory. For example:

This generates a new certificate file for each alias, and stores the new files
in the specified directory. Each certificate file also includes the Enforce Server
certificate from the Enforce keystore that you specify.

7 Copy each new certificate file to the c:\symantecDLP\Protect\keystore
directory on the appropriate detection server computer.
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8 Delete or secure any additional copies of the certificate files to prevent
unauthorized access to the generated keys.

9 Restart the Vontu Monitor service on each detection server to use the new
certificate file.

Verifying server certificate usage

Symantec Data Loss Prevention uses system events to indicate whether servers
are using the built-in certificate or user-generated certificates to secure
communication. If servers use the default, built-in certificate, Symantec Data Loss
Prevention generates a warning event. If servers use generated certificates,
Symantec Data Loss Prevention generates an info event.

Symantec recommends that you use generated certificates, rather than the built-in
certificate, for added security.

If youinstall Network Prevent to a hosted environment, you cannot use the built-in
certificate and you must generate and use unique certificates for the Enforce
Server and detection servers.

To determine the type of certificates that Symantec Data Loss Prevention uses

1 Start the Enforce Server or restart the Vontu Monitor Controller service on
the Enforce Server computer.

2 Start each detection server or restart the Vontu Monitor service on each
detection server computer.

Log in to the Enforce Server administration console.
Select System > Servers > Alerts.

Check the list of alerts to determine the type certificates that Symantec Data
Loss Prevention servers use:

m If servers use the built-in certificate, the Enforce Server shows a warning
event with code 2709: Using built-in certificate.

m Ifserversuse unique, generated certificates, the Enforce Server shows an
info event with code 2710: Using user generated certificate.

About using the SQL Preindexer

This chapter describes how to use the SQL Preindexer. The SQL Preindexer utility
is always used with the Remote EDM Indexer utility. It is installed in the
\Vontu\Protect\bin directory during installation of the Remote EDM Indexer.
The SQL Preindexer utility generates an index directly from an SQL database. It
processes the database query and then pipes it to the Remote EDM Indexer utility.
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Read the chapter about the Remote EDM Indexer in this guide before running the
SQL Preindexer.

See “About using the Remote EDM Indexer” on page 314.

The SQL Preindexer runs from the command line. If you are on Linux, change
users to the “protect” user before running the SQL Preindexer. (The installation
program creates the “protect” user.) The SQL Preindexer only supports Oracle
databases.

An example of acommand to run the SQL Preindexer follows. The SQL Preindexer
runs an SQL query to capture the name and the salary data from the employee
data table in the Oracle database. This example shows how to pipe the output of
the SQL query to the Remote EDM Indexer. The Remote EDM Indexer indexes the
results using the ExportEDMProfile.edm profile. The generated index files are
stored in the EDMIndexDirectory folder.

SglPreindexer -alias=Q@//myhost:1521/orcl -username=scott -password=tiger -query="SELECT
name, salary FROM employee" | RemoteEDMIndexer -profile=C:\ExportEDMProfile.edm
-result=C:\EDMIndexDirectory\

Because you pipe the output from the SQL Preindexer to the Remote EDM Indexer,
review the section about Remote EDM Indexer command functions and options.

See Table 13-2 on page 301.

SQL Preindexer command function and options

The SQL Preindexer requires the -alias option and the -username option. All of
the command options for the SQL Preindexer are described in the following table.
If you omit the -query option, the utility indexes the entire database.

The SQL Preindexer command has the following options:

-alias Specifies the database alias used to connect to the database in the
following format: @//localhost:port/sid

For example: @//myhost:1521/orcl

This option is required.

-driver Specifies the JDBC driver class (for example,
oracle.jdbc.driver.OracleDriver).

-encoding Specifies the character encoding of the data to index. The default is
is0-8859-1, but data with non-English characters should use UTF-8
or UTF-16.



-password

-query

-query path

—-separator

-subprotocol

—username

-verbose

Using Symantec Data Loss Prevention utilities
About using the SQL Preindexer

Specifies the password to the database. If this option is not specified,
the password is read from stdin.

Specifies the SQL query to run.

Specifies the file path that contains an SQL query to run. This option
can be used as an alternative to -query when the query is a long SQL
statement.

Specifies whether the output column separator is a comma, pipe, or
tab. The default separator is a tab. To specify a comma separator or
pipe separator, enclose the character in quotation marks as in "," or

nlll

Specifies the JDBC connect string subprotocol (for example,
oracle:thin).

Specifies the name of the database user. This option is required.

Displays a statistical summation of the indexing operation when the
index is complete.

See “Troubleshooting preindexing errors” on page 313.

Troubleshooting preindexing errors

You may encounter errors when you index large amounts of data. Often the set
of data contains a data record that is incomplete, inconsistent, or inaccurate. Data
rows that contain more columns than expected or incorrect column data types
often cannot be properly indexed and are unrecognized.

The SQL Preindexer can be configured to provide a summary of information about
the indexing operation when it completes. To do so, specify the verbose option
when running the SQL Preindexer.

To see the rows of data that the Remote EDM Indexer did not index, adjust the
configuration in the Indexer.properties file using the following procedure.

To record those data rows that were not indexed

1 Locate the Indexer.properties file at
\SymantecDLP\Protect\config\Indexer.properties (Windows) or

/SymantecDLP/Protect/config/Indexer.properties (Linux).

2 Open the file in a text editor.
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3 Locate the create error file property and change the “false” setting to
“true.”

4  Save and close the Indexer.properties file.

The Remote EDM Indexer logs errors in a file with the same name as the data
file being indexed and the .err suffix.

The rows of data that are listed in the error file are not encrypted. Safeguard
the error file to minimize any security risk from data exposure.

See “About using the SQL Preindexer” on page 311.

About using the Remote EDM Indexer

The Remote EDM Indexer is a utility that converts a comma-separated value, or
tab-delimited, data file to an Exact Data Matching index. The utility is similar to
the local EDM Indexer used by the Enforce Server. However, the Remote EDM
Indexer is designed for use on a computer that is not part of the Symantec Data
Loss Prevention server configuration.

Using the Remote EDM Indexer to index a data source on a remote machine has
the following advantages over using the EDM Indexer on the Enforce Server:

m Itenablesthe owner of the data, rather than the Symantec Data Loss Prevention
administrator, to index the data.

m [t shifts the system load that is required for indexing onto another computer.
The CPU and RAM on the Enforce Server is reserved for other tasks.

The SQL Preindexer is often used with the Remote EDM Indexer. The SQL
Preindexer is used to run SQL queries against Oracle databases and pass the
resulting data to the Remote EDM Indexer.

Note: The SQL Preindexer is only supported for Oracle databases.

See “About using the SQL Preindexer” on page 311.
See “Using the Remote EDM Indexer” on page 315.
See “About the Exact Data Profile” on page 411.

System requirements for the Remote EDM Indexer

The Remote EDM Indexer runs on the Windows and Linux operating system
versions that are supported for Symantec Data Loss Prevention servers.
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See the Symantec Data Loss Prevention System Requirements and Compatibility
Guide for more information about operating system requirements.

The RAM requirements for the Remote EDM Indexer vary according to the size

of the data files being indexed. Data files with less than a million rows of records
can be indexed from an average desktop computer. Data files that exceed a million

rows of records should run on a computer with at least 4 gigabytes of dedicated

RAM. The length of time that is required for indexing data files depends upon the

number of columns within the rows. More columns require more time to index.

Using the Remote EDM Indexer

This section summarizes the steps to index a data file on a remote machine and
then use the index in Symantec Data Loss Prevention.

See “About the Exact Data Profile” on page 411.

Table 13-5 Steps to use the Remote EDM Indexer
Step | Action Description
Step | Install the Remote EDM Indexer on a | See “Installing the Remote EDM Indexer”
1 computer that is not part of the on page 316.
Synt1antec Data Loss Prevention See “Installing from the command line (for
system. Linux)” on page 317.
Step | Create an Exact Data Profile on the | See “Creating an EDM profile for remote
2 Enforce Server to use with the Remote | indexing” on page 317.
EDM Indexer.
Step | Copy the Exact Data Profile file to the | See “Creating an EDM profile for remote
3 computer where the Remote EDM indexing” on page 317.
Indexer resides.
Step | Run the Remote EDM Indexer and See “Remote EDM Indexer command
4 create the index files. options” on page 320.
Step | Copy the index files from the remote | See “Copying and using generated index
5 machine to the Enforce Server. files” on page 321.
Step |Load the index files into the Enforce | See “Copying and using generated index
6 Server. files” on page 321.
Step | Troubleshoot any problems that occur | See “Troubleshooting index jobs”
7 during the indexing process. on page 322.
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Installing the Remote EDM Indexer

The Remote EDM Indexer is installed from the same installation program as the
other Symantec Data Loss Prevention components. Copy the
ProtectInstaller 11.1.exe filetothe remote machine where the data that
needs to be indexed resides. The Linux version of Symantec Data Loss Prevention
has a text-based command console option in the installation program that can be
used.

See “Installing from the command line (for Linux)” on page 317.

Note: Symantec recommends that you disable any antivirus, pop-up blocker, and
registry protection software before beginning the installation process.

To navigate through the installation process:

m Click Next to display the next installation screen.

m Click Back to return to the previous installation screen.
m Click Cancel to terminate the installation process.

To install the Remote EDM Indexer

1 Goto the directory where you copied the ProtectInstaller 11.1.exe
(Windows) or ProtectInstaller 11.1.sh (Linux) file.

In some circumstances, you may need to change the file permissions to access
the file.

2 Runthe installation program (either ProtectInstaller 11.1.exe OF
ProtectInstaller 11.1.sh).

The installer files unpack and the Welcome screen displays.

3 Click Next and then accept the Symantec Software License Agreement to
continue.

Select Indexer from the list of components that appears and click Next.

On the Select Destination Directory screen, click Next to accept the default
installation location (recommended). Alternately, click Browse to navigate
to a different installation location, and then click Next.

For Windows, choose a Start Menu folder and then click Next.

The Installing screen appears and displays an installation progress bar. When
you are prompted, click Finish to complete the installation.

See “Uninstalling Remote Indexer on a Windows platform” on page 323.
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Installing from the command line (for Linux)

The following procedure describes how to install from the command line for Linux.
To install a Remote EDM Indexer

1 Logon asroot and copy the ProtectInstaller 11.1.sh file tothe /tmp
directory on the computer.

2 Change the directory to /tmp by typing:

cd /tmp

3 You may need to change permissions on the file before you can run the file.
If so, type:

chmod 775 ProtectInstaller 11.1.sh

4 Once the file permissions have been changed you can run the
ProtectInstaller 11.1.sh file, by typing:

./ProtectInstaller 11.1.sh -i console

Once the console mode installation launches, the Introduction step is
displayed. For most circumstances, it is recommended to use the defaults
during installation whenever possible. Press Enter to proceed to the next
step.

5 Inthe Choose Install Set step, specify the component to install. To install the
Remote EDM Indexer, type the number beside the option and press Enter.

6 In the Install Folder step, type the absolute path to the directory where you
want to install the files. The default location can be selected by pressing
Enter.

7 InthePre-Installation Summary step, review the installation configuration
that you have selected. If you are satisfied with the selections, press Enter
to begin the installation. Or, type back and press Enter until you reach the
step you want to change.

8 When the installation completes, press Enter to close the installer.

See “Uninstalling Remote Indexer on a Linux platform” on page 323.

Creating an EDM profile for remote indexing

The EDM Indexer uses an Exact Data Profile when it runs to ensure that the data
is correctly formatted. You must create the Exact Data Profile before you use the
Remote EDM Indexer. The profile is a template that describes the columns that
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are used to organize the data. The profile does not need to contain any data. After
creating the profile, copy it to the computer that runs the Remote EDM Indexer.

See “Copying and using generated index files” on page 321.

See “About the Exact Data Profile” on page 411.

To create an EDM profile for remote indexing

1

From the Enforce Server administration console, navigate to the Manage >
Data Profiles > Exact Data screen.

Click Add Exact Data Profile.
In the Name field, enter a name for the profile.

In the Data Source field, select Use This File Name, and enter the name of
the index file to create.

In the Number of Columns text box, specify the number of columns in the
data source to be indexed.

If the first row of the data source contains the column names, select the option
Read first row as column names.

In the Error Threshold text box, enter the maximum percentage of rows that
can contain errors.

If, during indexing of the data source, the number of rows with errors exceeds
the percentage that you specify here, the indexing operation fails.

In the Column Separator Char field, select the type of character that is used
in your data source to separate the columns of data.

In the File Encoding field, select the character encoding that is used in your
data source.

If Latin characters are used, select the ISO-8859-1 option. For East Asian
languages, use either the UTF-8 or UTF-16 options.

10 Click Next to map the column headings from the data source to the profile.
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In the Field Mappings section, map the Data Source Field to the System
Field for each column by selecting the column name from the System Field
drop-down list.

The Data Source Field lists the number of columns you specified at the
previous screen. The System Field contains a list of standard column headings.
If any of the column headings in your data source match the choices available
in the System Field list, map each accordingly. Be sure that you match the
selection in the System Field column to its corresponding numbered column
in the Data Source Field.

For example, for a data source that you have specified in the profile as having
three columns, the mapping configuration may be:

Data Source Field System Field

Col 1 First Name

Col 2 Last Name

Col 3 Social Security Number

If a Data Source Field does not map to a heading value in the options available
from the System Field column, click the Advanced View link.

In the Advanced View the system displays a Custom Name column beside
the System Field column.

Enter the correct column name in the text box that corresponds to the
appropriate column in the data source.

Optionally, you can specify the data type for the Custom Name you entered
by selecting the data type from the Type drop-down list. These data types
are system-defined. Click the description link beside the Type name for
details on each system-defined data type.

If you intend to use the Exact Data Profile to implement a policy template
that contains one or more EDM rules, you can validate your profile mappings
for the template. To do this, select the template from the Check mappings
against policy template drop-down list and click Check now. The system
indicates any unmapped fields that the template requires.

Do not select any Indexing option available at this screen, since you intend
to index remotely.
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15 Click Finish to complete the profile creation process.

16 Once you have finished the configuration of the Exact Data Profile, click the
download profile link at the Manage > Data Profiles > Exact Data screen.

The system prompts you to save the EDM profile as a file. The file extension
is *.edm. Save the file to the remote machine where you intend to run the
Remote EDM Indexer utility.

Remote EDM Indexer command options

The Indexer runs from the command line. If you are on Linux, change users to
the “protect” user before running the Indexer. (The installation program creates
the “protect” user.)

The data,profile,and result options are required with the Remote EDM Indexer.
However, if the data option is not specified, the utility reads stdin by default.
Often the data is piped from the SQL Preindexer utility.

Table 13-6 describes the command options for the Remote EDM Indexer.

Table 13-6 Remote EDM Indexer options
Option Description
-data Specifies the file with the data to be indexed.

If this option is not specified, the utility
reads data from stdin.

-encoding Specifies the character encoding of the data
to index. The default is ISO-8859-1, but data
with non-English characters should use
UTF-8 or UTF-16. Optional.

-ignore date Overrides the expiration date of the Exact
Data Profile if the profile has expired. (By
default, an Exact Data Profile expires after
30 days.) Optional.

-profile Specifies the Exact Data Profile to be used.
(This profile is the one that is selected by
clicking the “download link” on the Exact
Data screen in the Enforce Server
management console.) Required.

-result Specifies the directory where the index files
are generated. Required.
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Table 13-6 Remote EDM Indexer options (continued)
Option Description
-verbose Displays a statistical summation of the

indexing operation when the index is
complete. Optional.

For example, to specify the profile file named ExportEDMProfile.edm and place
the generated indexes in the EDMIndexDirectory directory, type:

RemoteEDMIndexer -profile=C:\ExportEDMProfile.edm
-result=C:\EDMIndexDirectory\

When the indexing process completes, the Remote EDM Indexer generates several
files in the specified result directory. These files are named after the data file that
was indexed, with one file having the .pdx extension and another file with the
.rdx extension. Note that indexing a large data file may generate multiple . rdx
files with numbered extensions. For example: my edm.rdx.1,my edm.rdx.2 and
so forth.

Copying and using generated index files

After you create the index files on a remote machine, the files must be copied to
the Enforce Server and loaded.

To copy and load the files on the Enforce Server

1 Go to the directory where the index files were generated. (This directory is
the one specified in the resu1t option.)

2 Copy all of the index files with . pdx and . rdx extensions to the index directory
on the Enforce Server. This directory is located at
\SymantecDLP\Protect\Index (Windows)or /var/SyantecDLP/index (Linux).

3 From the Enforce Server administration console, navigate to the Manage >
Policies > Exact Data screen. This screen lists all the Exact Data Profiles in
the system.

4 Click the name of the Exact Data Profile you used with the Remote EDM
Indexer.

5 Toload the new index files, go to the Data Source section of the Exact Data
Profile and select Load Externally Generated Index.
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6 Inthe Indexing section, select Submit Indexing Job on Save.
Click Save.

Consider scheduling a job on the remote machine to run the Remote EDM
Indexer on a regular basis. The job should also copy the generated files to the
index directory on the Enforce Server. You can then schedule loading the
updated index files on the Enforce Server from the profile by selecting Load
Externally Generated Index and Submit Indexing Job on Schedule and
configuring an indexing schedule.

See “Creating an EDM profile for remote indexing” on page 317.

Troubleshooting index jobs

You may encounter errors when you index large amounts of data. Often the set
of data contains a data record that is incomplete, inconsistent, or incorrectly
formatted. Data rows that contain more columns than expected or incorrect data
types often cannot be properly indexed and are unrecognized during indexing.
The rows of data with errors cannot be indexed until those errors are corrected
and the Remote EDM Indexer rerun. Symantec provides a couple of ways to get
information about any errors and the ultimate success of the indexing operation.

The Remote EDM Indexer generally displays a message that indicates whether
the indexing operation was successful or not. The result depends on the error
threshold that you specify in the profile. Any error percentage under the threshold
completes successfully. More detailed information about the indexing operation
is available with the verbose option.

Specifying the verbose option when running the Remote EDM Indexer provides
a statistical summary of information about the indexing operation after it
completes. This information includes the number of errors and where the errors
occurred.

See “Remote EDM Indexer command options” on page 320.

To see the actual rows of data that the Remote EDM Indexer failed to index, modify
the Indexer.properties file.

To modify the Indexer.properties file

1 Locate the Indexer.properties file at
\SymantecDLP\Protect\config\Indexer.properties (Windows) or
/opt/SymantecDLP/Protect/config/Indexer.properties (Linux).

2 Toedit the file, open it in a text editor.
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Locate the create_error_file property parameter and change the “false” value
to “true.”

Save and close the Indexer.properties file.

The Remote EDM Indexer logs errors in a file with the same name as the
indexed data file and with an .err extension. This error file is created in the
logs directory.

The rows of data that are listed in the error file are not encrypted. Encrypt
the error file to minimize any security risk from data exposure.

Uninstalling Remote Indexer on a Windows platform

The files to uninstall the Remote EDM Indexer are located in the root level of the
Symantec Data Loss Prevention installation directory. Follow this procedure to
uninstall the utility on Windows.

To uninstall Remote EDM Indexer from a Windows system

1

3

On the computer where the Indexer is installed, locate and run (double-click)
the \vontu\uninstall.exe program.

The uninstallation program begins and the Uninstall screen is displayed.

Click Next. When the uninstallation process is complete, the Uninstall
Complete screen is displayed.

Click Finish to close the program.

See “About using the Remote EDM Indexer” on page 314.

Uninstalling Remote Indexer on a Linux platform

The files to uninstall the Remote EDM Indexer are located in the root level of the
Symantec Data Loss Prevention installation directory. Follow this procedure to
uninstall the utility on Linux.

To remove a Remote EDM Indexer from the command line

1

Log on as root and change to the Uninstall directory by typing:

cd /opt/Vontu/Uninstall

Run the Uninstall program by typing:

./Uninstall -i console

Follow any on-screen instructions.



324 | Using Symantec Data Loss Prevention utilities
About using the Remote EDM Indexer

See “About using the Remote EDM Indexer” on page 314.
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Introduction to policies

This chapter includes the following topics:
m About Data Loss Prevention policies
m Policy components

m Policy templates

m Solution packs

m Policy groups

m Policy deployment

m Policy severity

m Policy authoring privileges

m Data Profiles

m User Groups

m Policy import and export

m  Workflow for implementing policies

About Data Loss Prevention policies

You implement policies to detect and prevent data loss. A Symantec Data Loss
Prevention policy combines detection rules and response actions. If a policy rule
is violated, the system generates an incident that you can report and act on. The
policy rules you implement are based on your information security objectives.
The actions you take in response to policy violations are based on your compliance
requirements. The Enforce Server administration console provides an intuitive,
centralized, Web-based interface for authoring policies.
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See “Workflow for implementing policies” on page 337.

Table 14-1 describes the policy authoring features provided by Symantec Data
Loss Prevention.

Table 14-1 Policy authoring features

Feature

Description

Intuitive policy

The policy builder interface supports Boolean logic for detection configuration.

building You can combine different detection methods and technologies in a single policy.
See “Detecting data loss” on page 339.
See “About policy authoring considerations” on page 399.

Decoupled The system stores response rules and policies as separate entities.

response rules

You can manage and update response rules without having to change policies; you can reuse
response rules across policies.

See “About response rules” on page 802.

Fine-grained policy
reporting

The system provides severity levels for policy violations.
You can report the overall severity of a policy violation by the highest severity.

See “Policy severity” on page 333.

Centralized data
and group profiling

The system stores data and group profiles separate from policies.

This separation enables you to manage and update profiles without changing policies.
See “Data Profiles” on page 335.

See “User Groups” on page 336.

Template-based
policy detection

The system provides 65 pre-built policy templates.
You can use these templates to quickly configure and deploy policies.

See “Policy templates” on page 330.

Policy sharing

The system supports policy template import and export.
You can share policy templates across environments and systems.

See “Policy import and export” on page 336.

Role-based access
control

The system provides role-based access control for various user and administrative functions.
You can create roles for policy authoring, policy administration, and response rule authoring.

See “Policy authoring privileges” on page 334.
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A valid policy has at least one detection or group rule with at least one match
condition. Response rules are optional policy components.

Policy components describes Data Loss Prevention policy components.

Table 14-2 Policy components
Component Use Description
Policy group Required A policy must be assigned to a single Policy Group.
See “Policy groups” on page 331.
Policy name Required The policy name must be unique within the Policy Group
See “Manage and add policies” on page 389.
Policy rule Required A valid policy must contain at least one rule that declares at least one
match condition.
See “Policy matching conditions” on page 343.
Data Profile May be A policy requires a Data Profile if a detection method in the policy
required requires it.
Exact Data Matching (EDM), Indexed Document Matching (IDM), and
Vector Machine Learning (VML) rules require a Data Profile.
See “Data Profiles” on page 335.
User group May be A policy requires a User Group only if a group method in the policy
required requires it.
Synchronized DGM rules and exceptions require a User Group.
See “User Groups” on page 336.
Policy description Optional A policy description helps users identify the purpose of the policy.
See “Configuring policies” on page 370.
Response Rule Optional A policy can implement one or more response rules to report and
remediate incidents.
See “About response rules” on page 802.
Policy exception Optional A policy can contain one or more exceptions to exclude data from
matching.
See “Exception conditions” on page 350.
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Table 14-2 Policy components (continued)
Component Use Description
Compound match Optional A policy rule or exception can implement multiple match conditions.
conditions See “Compound conditions” on page 351.

Policy templates

Symantec Data Loss Prevention provides policy templates to help you quickly
deploy detection policies in your enterprise. You can share policies across systems
and environments by importing and exporting policy rules and exceptions as
templates.

Using policy templates saves you time and helps you avoid errors and information
gaps in your policies because the detection methods are predefined. You can edit
a template to create a policy that precisely suits your needs. You can also export
and import your own policy templates.

Some policy templates are based on well-known sets of regulations, such as the
Payment Card Industry Security Standard, Gramm-Leach-Bliley, California SB1386,
and HIPAA. Other policy templates are more generic, such as Customer Data
Protection, Employee Data Protection, and Encrypted Data. Although the
regulation-based templates can help address the requirements of the relevant
regulations, consult with your legal counsel to verify compliance.

See “Creating a policy from a template” on page 355.

Table 14-3 describes the system-defined policy templates provided by Symantec
Data Loss Prevention.

Table 14-3 System-defined policy templates
Policy template type Description
US Regulatory Enforcement See “US Regulatory Enforcement policy templates” on page 357.
UK and International Regulatory See “UK and International Regulatory Enforcement policy templates”
Enforcement on page 360.

Customer and Employee Data Protection | See “Customer and Employee Data Protection policy templates”

on page 360.

Confidential or Classified Data Protection | See “Confidential or Classified Data Protection policy templates”

on page 362.

Network Security Enforcement See “Network Security Enforcement policy templates” on page 363.
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System-defined policy templates (continued)

Policy template type

Description

Acceptable Use Enforcement

See “Acceptable Use Enforcement policy templates” on page 363.

Imported Templates

See “Policy import and export” on page 336.

Classification for Enterprise Vault

See the Enterprise Vault Data Classification Services Implementation
Guide.

Solution packs

Symantec Data Loss Prevention provides solution packs for several industry
verticals. A solution pack contains configured policies, response rules, user roles,
reports, protocols, and the incident statuses that support a particular industry or
organization. For a list of available solution packs and instructions, refer to chapter
4, "Importing a solution pack" in the Symantec Data Loss Prevention Installation
Guide. You can import one solution pack to the Enforce Server.

Once you have imported the solution pack, start by reviewing its policies. By
default the solution pack activates the policies it provides.

See “Manage and add policies” on page 389.

Policy groups

You deploy policies to detection servers using policy groups. Policy groups limit
the policies, incidents, and detection mechanisms that are accessible to specific
users.

Each policy belongs to one policy group. When you configure a policy, you assign
it to a policy group. You can change the policy group assignment, but you cannot
assign a policy to more than one policy group. You deploy policy groups to one or
more detection servers.

The Enforce Server is configured with a single policy group called the Default
Policy Group. The system deploys the default policy group to all detection servers.
If you define a new policy, the system assigns the policy to the default policy
group, unless you create and specify a different policy group. You can change the
name of the default policy group. A solution pack creates several policy groups
and assigns policies to them.

After you create a policy group, you can link policies, Discover targets, and roles
to the policy group. When you create a Discover target, you must associate it with
a single policy group. When you associate a role with particular policy groups,
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you can restrict users in that role. Policies in that policy group detect incidents
and report them to users in the role that is assigned to that policy group.

The relationship between policy groups and detection servers depends on the
server type. You can deploy a policy group to one or more Network Monitor, Mobile
Email Monitor, Network Prevent, Mobile Prevent, or Endpoint Servers. Policy
groups that you deploy to an Endpoint Server apply to any DLP Agent that is
registered with that server. The Enforce Server automatically associates all policy
groups with all Network Discover Servers.

For Network Monitor and Network Prevent, each policy group is assigned to one
or more Network Monitor Servers, Email Prevent Servers, or Web Prevent Servers.
For Mobile Prevent, each policy group is assigned to one or more Mobile Prevent
for Web Servers. For Network Discover, policy groups are assigned to individual
Discover targets. A single detection server may handle as many policy groups as
necessary to scan its targets. For Endpoint Monitor, policy groups are assigned
to the Endpoint Server and apply to all registered DLP Agents.

See “Manage and add policy groups” on page 391.
See “Creating and modifying policy groups” on page 392.

Policy deployment

You can use policy groups to organize and deploy your policies in different ways.
For example, consider a situation in which your detection servers are set up across
a system that spans several countries. You can use policy groups to ensure that
a detection server runs only the policies that are valid for a specific location.

You can dedicate some of your detection servers to monitor internal network
traffic and dedicate others to monitor network exit points. You can use policy
groups to deploy less restrictive policies to servers that monitor internal traffic.
At the same time, you can deploy stricter policies to servers that monitor traffic
leaving your network.

You can use policy groups to organize policies and incidents by business units,
departments, geographic regions, or any other organizational unit. For example,
policy groups for specific departments may be appropriate where security
responsibilities are distributed among various groups. In such cases, policy groups
provide for role-based access control over the viewing and editing of incidents.
You deploy policy groups according to the required division of access rights within
your organization (for example, by business unit).

You can use policy groups for detection-server allocation, which may be more
common where security departments are centralized. In these cases, you would
carefully choose the detection server allocation for each role and reflect the server
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name in the policy group name. For example, you might name the groups Inbound
and Outbound, United States and International, or Testing and Production.

In more complex environments, you might consider some combination of the
following policy groups for deploying policies:

m Sales and Marketing - US

m Sales and Marketing - Europe

m Sales and Marketing - Asia

m Sales and Marketing - Australia, New Zealand
m Human Resources - US

m Human Resources - International

m Research and Development

m Customer service

Lastly, you can use policy groups to test policies before deploying them in
production, to manage legacy policies, and to import and export policy templates.

See “Policy groups” on page 331.

See “About role-based access control” on page 87.

Policy severity

When you configure a detection rule, you can select a policy severity level. You
can then use response rules to take action based on a severity level. For example,
you can configure a response rule to take action after a specified number of "High"
severity violations.

See “About response rule conditions” on page 809.

The default severity level is set to "High," unless you change it. The default severity
level applies to any condition that the detection rule matches. For example, if the
default severity level is set to "High," every detection rule violation is labeled with
this severity level. If you do not want to tag every violation with a specific severity,
you can define the criteria by which a severity level is established. In this case
the default behavior is overridden. For example, you can define the "High" severity
level to be applied only after a specified number of condition matches have
occurred.

See “Defining rule severity” on page 377.
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In addition, you can define multiple severity levels to layer severity reporting.
For example, you can set the "High" severity level after 100 matches, and the
medium severity level to apply after 50 matches.

Table 14-4 Rule severity levels

Rule severity level

Description

High If a condition match occurs, it is labeled "High" severity.
Medium If a condition match occurs, it is labeled "Medium" severity.
Low If a condition match occurs, it is labeled "Low" severity.
Info If a condition match occurs, it is labeled "Info" severity.

Policy authoring privileges

Policy authors configure and manage policies and their rules and exceptions. To
author policies, a user must be assigned to a role that grants the policy authoring
privilege. This role can be expanded to include management of policy groups,
scanning targets, and credentials.

Response rule authoring privileges are separate credentials from policy authoring
and administration privileges. Whether or not policy authors have response rule
authoring privileges is based on your enterprise needs.

Table 14-5 describes the typical privileges for the policy and response rule
authoring roles.

Table 14-5 Policy authoring privileges

Role privilege

Description

Author Policies

Add, configure, and manage policies.

Add, configure, and manage policy rules and exceptions.

Import and export policy templates.

Modify system-defined data identifiers and create custom data identifiers.
Add, configure, and manage User Groups.

Add response rules to policies (but do not create response rules).

See “About role-based access control” on page 87.
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Table 14-5 Policy authoring privileges (continued)

Role privilege

Description

Enforce Server
Administration

Add, configure, and manage policy groups.
Add, configure, and manage Data Profiles.

See “Configuring roles” on page 95.

Author Response
Rules

Add, configure, and manage response rules (but do not add them to policies).

See “About response rule authoring privileges” on page 812.

Data Profiles

Data Profiles are user-defined configurations that you create to implement Exact
Data Matching (EDM), Indexed Document Matching (IDM), and Vector Machine
Learning (VML) policy conditions.

See “Data Loss Prevention policy detection technologies” on page 341.

Table 14-6 describes the types of Data Profiles that the system supports.

Table 14-6 Types of Data Profiles

Data Profile type

Description

Exact Data Profile

An Exact Data Profile is used for Exact Data Matching (EDM) policies. The Exact Data Profile
contains data that has been indexed from a structured data source, such as a database,
directory server, or CSV file. The Exact Data Profile runs on the detection server. If an EDM
policy is deployed to an endpoint, the DLP Agent sends the message to the detection server
for evaluation (two-tier detection).

See “About the Exact Data Profile” on page 411.
See “About profiled Directory Group Matching (DGM)” on page 607.

See “About two-tier detection for EDM on the endpoint” on page 415.

Indexed Document
Profile

An Indexed Document Profile is used for Indexed Document Matching (IDM) policies. The
Indexed Document Profile contains data that has been indexed from a collection of
confidential documents. The Indexed Document Profile runs on the detection server. If an
IDM policy is deployed to an endpoint, the DLP Agent sends the message to the detection
server for evaluation (two-tier detection).

See “About the Indexed Document Profile” on page 444.

See “About two-tier detection for IDM on the endpoint” on page 451.
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Table 14-6 Types of Data Profiles (continued)

Data Profile type

Description

Vector Machine
Learning Profile

A Vector Machine Learning Profile is used for Vector Machine Learning (VML) policies. The
Vector Machine Learning Profile contains a statistical model of the features (keywords)
extracted from content that you want to protect. The VML profile is loaded into memory
by the detection server and DLP Agent. VML does not require two-tier detection.

See “About the Vector Machine Learning Profile” on page 478.

See “Implementing Vector Machine Learning (VML)” on page 481.

User Groups

You define User Groups on the Enforce Server. User Groups contain user identity
information that you populate by synchronizing the Enforce Server with a group
directory server (Microsoft Active Directory).

You must have at least policy authoring or server administrator privileges to
define User Groups. You must define the User Groups before you synchronize
users.

Once you define a User Group, you populate it with users, groups, and business
units from your directory server. After the user group is populated, you associate
it with the User/Sender and Recipient detection rules or exceptions. The policy
only applies to members of that User Group.

See “About synchronized Directory Group Matching (DGM)” on page 599.
See “Configuring directory server connections” on page 132.

See “Creating or modifying a User Group” on page 601.

Policy import and export

You can export and import policy templates to and from the Enforce Server. This
feature lets you share policies across environments, version existing policies, and
archive legacy policies.

Consider a scenario where you author and refine a policy on a test system and

then export the policy as a template. You then import this policy to a production
system for deployment to one or more detection servers. Or, if you want to retire
apolicy, you export it as a template for archiving, then remove it from the system.

See “Importing policy templates” on page 393.

See “Exporting policy detection as a template” on page 394.
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A policy template is an XML file. The template contains the policy metadata, and
the detection and the group rules and exceptions. If a policy template contains
more than one condition that requires a Data Profile, the system imports only
one of these conditions. A policy template does not include policy response rules,
or modified or custom data identifiers.

Table 14-7 describes policy template components.

Table 14-7 Components included in policy templates
Policy component Description Included in
Template

Policy metadata (name, The name of the template has to be less than 60 characters or | YES

description). it does not appear in the Imported Templates list.

Described Content Matching | If the template contains only DCM methods, it imports as YES

(DCM) rules and exceptions exported without changes.

Exact Data Matching (EDM) | If the template contains multiple EDM or IDM match YES

and Indexed Document conditions, only one is exported.

Matching (IDM) conditions If the template contains an EDM and an IDM condition, the
system drops the IDM.

User Group User group methods are maintained on import only if the user | NO
groups exist on the target before import.

Policy Group Policy groups do not export. On import you can select a local | NO
policy group, otherwise the system assigns the policy to the
Default Policy group.

Response Rules You must define and add response rules to policies from the | NO
local Enforce Server instance.

Data Profiles On import you must reference a locally defined Data Profile, | NO
otherwise the system drops any methods that require a Data
Profile.

Custom data identifiers Modified and custom data identifiers do not export. NO

Custom protocols Custom protocols do not export. NO

Policy state Policy state (Active/Suspended) does not export. NO

Workflow for implementing policies

Policies define the content, event context, and identities you want to detect.
Policies may also define response rule actions if a policy is violated. Successful
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policy creation is a process that requires careful analysis and proper configuration
to achieve optimum results.

Table 14-8 describes the typical workflow for implementing Data Loss Prevention

policies.

Table 14-8

Policy implementation process

Action

Description

Familiarize yourself with the different types of
detection technologies and methods that Symantec
Data Loss Prevention provides, and considerations for
authoring data loss prevention policies.

See “Detecting data loss” on page 339.

See “Data Loss Prevention policy detection technologies”
on page 341.

See “Policy matching conditions” on page 343.

See “About policy authoring considerations” on page 399.

Develop a policy detection strategy that defines the
type of data you want to protect from data loss.

See “Develop a policy strategy that supports your data
security objectives” on page 400.

Review the policy templates that ship with Symantec
Data Loss Prevention, and any templates that you
import manually or by solution pack.

See “Policy templates” on page 330.

See “Solution packs” on page 331.

Create policy groups to control how your policies are
accessed, edited, and deployed.

See “Policy groups” on page 331.
See “Policy deployment” on page 332.

To detect exact data or content or similar unstructured
data, create one or more Data Profiles.

See “Data Profiles” on page 335.

To detect exact identities from a synchronized
directory server (Active Directory), configure one or
more User Groups.

See “User Groups” on page 336.

Configure conditions for detection and group rules and
exceptions.

See “Creating a policy from a template” on page 355.

Test and tune your policies.

See “Test and tune policies to improve match accuracy”
on page 402.

Add response rules to the policy to take action when
the policy is violated.

See “About response rules” on page 802.

Manage the policies in your enterprise.

See “Manage and add policies” on page 389.
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This chapter includes the following topics:

m Detecting data loss

m Data Loss Prevention policy detection technologies
m Policy matching conditions

m Detection messages and message components

m Exception conditions

m Compound conditions

m Policy detection execution

m Two-tier detection for DLP Agents

Detecting data loss

Symantec Data Loss Prevention detects data from virtually any type of message
or file, any user, sender, or recipient, wherever your data or endpoints exist. You
can use Data Loss Prevention to detect both the content and the context of data
within your enterprise. You define and manage your detection policies from the
centralized, Web-based Enforce Server administration console.

See “Content that can be detected” on page 340.

See “Files that can be detected” on page 340.

See “Protocols that can be monitored” on page 340.

See “Endpoint events that can be detected” on page 341.
See “Identities that can be detected” on page 341.

See “Languages that can be detected” on page 341.
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Content that can be detected

Symantec Data Loss Prevention detects data and document content, including
text, markup, presentations, spreadsheets, archive files and their contents, email
messages, database files, designs and graphics, multimedia files, and more. For
example, the system can open a compressed file and scan a Microsoft Word
document within the compressed file for the keyword "confidential." If the keyword
is matched, the detection engine flags the message as an incident.

Content-based detection is based on actual content, not the file itself. A detection
server can detect extracts or derivatives of protected or described content. This
content may include sections of documents that have been copied and pasted to
other documents or emails. A detection server can also identify sensitive data in
a different file format than the source file. For example, if a confidential Word
file is fingerprinted, the detection engine can match the content emailed in a PDF
attachment.

See “Content matching conditions” on page 344.

Files that can be detected

Symantec Data Loss Prevention recognizes many types of files and attachments
based on their context, including file type, file name, and file size. Symantec Data
Loss Prevention identifies over 300 types of files, including word-processing
formats, multimedia files, spreadsheets, presentations, pictures, encapsulation
formats, encryption formats, and others.

For file type detection, the system does not rely on the file extension to identify
the file type. For example, the system recognizes a Microsoft Word file even if a
user changes the file extension to .txt. In this case the detection engine checks
the binary signature of the file to match its type.

See “File property matching conditions” on page 345.

Protocols that can be monitored

Symantec Data Loss Prevention detects messages on the network by identifying
the protocol signature: email (SMTP), Web (HTTP), file transfer (FTP), newsgroups
(NNTP), TCP, Telnet, and SSL.

You can configure a detection server to listen on non-default ports for data loss
violations. For example, if your network transmits Web traffic on port 81 instead
of port 80, the system still recognizes the transmitted content as HTTP.

See “Protocol matching condition for network and mobile” on page 346.
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Endpoint events that can be detected

Symantec Data Loss Prevention lets you detect data loss violations at several
endpoint destinations. These destinations include the local drive, CD/DVD drive,
removable storage devices, network file shares, Windows Clipboard, printers and
faxes, and application files. You can also detect protocol events on the endpoint
for email (SMTP), Web (HTTP), and file transfer (FTP) traffic.

For example, the DLP Agent (installed on each endpoint computer) can detect the
copying of a confidential file to a USB device. Or, the DLP Agent can allow the
copying of files only to a specific class of USB device that meets corporate
encryption requirements.

See “Endpoint matching conditions” on page 347.

Identities that can be detected

Symantec Data Loss Prevention lets you detect the identity of data users, message
senders, and message recipients using a variety of methods. These methods include
described identity patterns and exact identities matched from a directory server
or a corporate database.

For example, you can detect email messages sent by a specific user, or allow email
messages sent to or from a specific group of users as defined in your Microsoft
Active Directory server

See “Groups (identity) matching conditions” on page 348.

Languages that can be detected

Symantec Data Loss Prevention provides broad international support for detecting
data loss in many languages. Supported languages include most Western and
Central European languages, Hebrew, Arabic, Chinese (simplified and traditional),
Japanese, Korean, and more.

The detection engine uses Unicode internally. You can build localized policy rules
and exceptions using any detection technology in any supported language.

See “Supported languages for detection” on page 66.

See “About implementing non-English language detection” on page 613.

Data Loss Prevention policy detection technologies

Symantec Data Loss Prevention provides several types of detection technologies
to help you author policies to detect data loss. Each type of detection technology
provides unique capabilities. Often you combine technologies in policies to achieve
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precise detection results. In addition, Symantec Data Loss Prevention provides
you with several ways to extend policy detection and match any type of data,
content, or files you want.

See “About Data Loss Prevention policies” on page 327.

See “About policy authoring considerations” on page 399.

Table 15-1 lists the various types of the detection technologies and customizations
provided by Data Loss Prevention.

Table 15-1 Data Loss Prevention detection technologies

Technology

Description

Exact Data Matching (EDM)

Use EDM to detect personally identifiable information.

See “About Exact Data Matching (EDM)” on page 409.

Indexed Document Matching
(IDM)

Use IDM to detect exact files and file contents, and derivative content.

See “About Indexed Document Matching (IDM)” on page 443.

Vector Machine Learning
(VML)

Use VML to detect similar document content.

See “About Vector Machine Learning (VML)” on page 477.

Directory Group Matching
(DGM)

Use DGM to detect exact identities synchronized from a directory server or profiled
from a database.

See “About profiled Directory Group Matching (DGM)” on page 607.

Described Content Matching
(DCM)

Use DCM to detect message content and context, including:

m Data Identifiers to match content using precise patterns and data validators.
See “About Data Identifiers” on page 509.

m Keywords to detect content using key words, key phrases, and keyword
dictionaries.

See “About keyword matching” on page 549.

m Regular Expressions to detect characters, patterns, and strings.
See “About regular expression matching” on page 557.

m File properties to detect files by type, name, size, and custom type.
See “About file property matching” on page 563.

m User, sender, and recipient patterns to detect described identities.
See “About described identity matching” on page 591.

m Protocol signatures to detect network and mobile traffic.
See “About protocol monitoring for network” on page 573.

m Destinations, devices, and protocols to detect endpoint events.
See “About endpoint event detection” on page 579.
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Table 15-1 Data Loss Prevention detection technologies (continued)

Technology

Description

Custom policy detection
methods

Data Loss Prevention provides methods for customizing and extending detection,
including:

m Custom Data Identifiers

Implement your own data identifier patterns and system-defined validators.
See “About Data Identifiers” on page 509.

Custom script validators for Data Identifiers

Use the Symantec Data Loss Prevention Scripting Language to validate custom
data types.

See “Implementing custom Data Identifiers” on page 537.

Custom file type identification

Use the Symantec Data Loss Prevention Scripting Language to detect custom file
types.

See “About custom file type identification” on page 564.

Custom endpoint device detection

Detect or allow any endpoint device using regular expressions.

See “About endpoint device detection” on page 581.

Custom network protocol detection

Define custom TCP ports to tap.

See “About protocol monitoring for network” on page 573.

Custom content extraction

Use a plug-in to identify custom file formats and extract file contents for analysis
by the detection server.

Policy matching conditions

Symantec Data Loss Prevention provides several types of match conditions, each
offering unique detection capabilities. You implement match conditions in policies
as rules or exceptions. Detection rules use conditions to match message content
or context. Group rules use conditions to match identities. You can also use
conditions as detection and group policy exceptions.

See “Exception conditions” on page 350.

Table 15-2 lists the various types of policy matching conditions provided by Data
Loss Prevention.

Table 15-2 Policy match condition types

Condition type

Description

Content

See “Content matching conditions” on page 344.
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Table 15-2 Policy match condition types (continued)
Condition type Description
File property See “File property matching conditions” on page 345.
Protocol See “Protocol matching condition for network and mobile” on page 346.
Endpoint See “Endpoint matching conditions” on page 347.
Groups (identity) See “Groups (identity) matching conditions” on page 348.

Content matching conditions

Symantec Data Loss Prevention provides several conditions to match message
content. Certain content conditions require an associated Data Profile and index.
For content detection, you can match on individual message components, including
header, body, attachments, and subject for some conditions.

See “Detection messages and message components” on page 349.
See “Content that can be detected” on page 340.

Table 15-3 lists the content matching conditions that you can use without a Data
Profile and index.

Table 15-3 Content matching conditions

Content rule type Description
Content Matches Regular Match described content using regular expressions.
Expression See “About regular expression matching” on page 557.

See “Configuring the Content Matches Regular Expression condition” on page 559.
Content Matches Keyword Match described content using keywords, key phrases, and keyword dictionaries

See “About keyword matching” on page 549.

See “Configuring the Content Matches Keyword condition” on page 552.
Content Matches Data Match described content using Data Identifier patterns and validators.
Identifier See “About Data Identifiers” on page 509.

See “Configuring the Content Matches Data Identifier condition” on page 528.

Table 15-4 lists the content matching conditions that require a Data Profile and
index.

See “Data Profiles” on page 335.
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See “Two-tier detection for DLP Agents” on page 353.

Table 15-4

Index-based content matching conditions

Content rule type

Description

Content Matches Exact Data
From an Exact Data Profile
(EDM)

Match exact data profiled from a structured data source such as a database or CSV
file.

See “About Exact Data Matching (EDM)” on page 409.
See “Configuring the Content Matches Exact Data condition” on page 429.

Note: This condition requires two-tier detection on the endpoint. See “About
two-tier detection for EDM on the endpoint” on page 415.

Content Matches Document
Signature From an Indexed
Document Profile (IDM)

Match files and file contents exactly or partially using fingerprinting
See “About Indexed Document Matching (IDM)” on page 443.
See “Configuring the Content Matches Document Signature condition” on page 468.

Note: This condition requires two-tier detection on the endpoint. See “About
two-tier detection for IDM on the endpoint” on page 451.

Detect using Vector Machine
Learning profile (VML)

Match file contents with features similar to example content you have trained.
See “About Vector Machine Learning (VML)” on page 477.

See “Configuring the Detect using Vector Machine Learning Profile condition”
on page 493.

File property matching conditions

Symantec Data Loss Prevention provides several conditions to match file
properties, including file type, file size, and file name.

See “Files that can be detected” on page 340.

Table 15-5

File property match conditions

Condition type

Description

Message Attachment or File
Type Match

Match specific file formats and document attachments.
See “About file type matching” on page 563.

See “Configuring the Message Attachment or File Type Match condition”
on page 567.
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Table 15-5 File property match conditions (continued)

Condition type

Description

Message Attachment or File
Size Match

Match files or attachments over or under a specified size.
See “About file size matching” on page 564.

See “Configuring the Message Attachment or File Size Match condition” on page 568.

Message Attachment or File
Name Match

Match files or attachments that have a specific name or match wildcards.
See “About file name matching” on page 565.

See “Configuring the Message Attachment or File Name Match condition”
on page 569.

Message/Email Properties and
Attributes

Classify Microsoft Exchange email messages based on specific message attributes
(MAPI attributes).

See “Configuring the Message/Email Properties and Attributes condition”
on page 630.

Note: This condition is available for use with Data Classification for Enterprise
Vault. See the Enterprise Vault Data Classification Services Implementation Guide.

Custom File Type Signature

Match custom file types based on their binary signature using scripting.
See “About custom file type identification” on page 564.

See “Enabling custom file type detection” on page 569.

Protocol matching condition for network and mobile

Symantec Data Loss Prevention provides the single Protocol Monitoring condition
to match network and mobile traffic for policy detection rules and exceptions.

See “Protocols that can be monitored” on page 340.
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Table 15-6 Protocol matching condition for network and mobile monitoring

Match condition

Description

Protocol Monitoring

Match incidents on the network transmitted using a specified protocol, including
SMTP, FTP, HTTP/S, IM, and NNTP.

See “About protocol monitoring for network” on page 573.

See “Configuring the Protocol Monitoring condition for network detection”
on page 575.

Match incidents sent to and from mobile devices over the HTTP/S and FTP
protocols.

See “About protocol monitoring for mobile” on page 574.

See “Configuring the Protocol Monitoring condition for mobile detection”
on page 576.

Endpoint matching conditions

Symantec Data Loss Prevention provides several conditions for matching endpoint
events.

See “Endpoint events that can be detected” on page 341.

Table 15-7 Endpoint matching conditions

Condition

Description

Protocol or Endpoint
Monitoring

Match endpoint messages transmitted using a specified transport protocol or
when data is moved or copied to a particular destination.

See “About endpoint event detection” on page 579.

See “Configuring the Endpoint Monitoring condition” on page 582.

Endpoint Device Class or ID Match endpoint events occurring on specified hardware devices.

See “About endpoint event detection” on page 579.

See “Configuring the Endpoint Device Class or ID condition” on page 585.

Endpoint Location

Match endpoint events depending if the DLP Agent is on or off the corporate
network.

See “About endpoint event detection” on page 579.

See “Configuring the Endpoint Location condition” on page 584.
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Groups (identity) matching conditions

Symantec Data Loss Prevention provides several conditions for matching the
identity of users and groups, and message senders and recipients.

See “Identities that can be detected” on page 341.

See “Two-tier detection for DLP Agents” on page 353.

Table 15-8 Available group rules for identity matching

Group rule

Description

Sender/User Matches Pattern

Match message senders and users by email address, user ID, IM screen name,
and IP address.

See “About described identity matching” on page 591.

See “Configuring the Sender/User Matches Pattern condition” on page 593.

Recipient Matches Pattern

Match message recipients by email or IP address, or Web domain.
See “About described identity matching” on page 591.

See “Configuring the Recipient Matches Pattern condition” on page 595.

Sender/User based on a Match message senders and users from a synchronized directory server.
Directory Server Group See “About synchronized Directory Group Matching (DGM)” on page 599.
See “Configuring the Sender/User based on a Directory Server Group condition”
on page 603.
Sender/User based on a Match message senders and users from a profiled directory server.

Directory from: an Exact Data
Profile

See “About profiled Directory Group Matching (DGM)” on page 607.

See “Configuring the Sender/User based on a Profiled Directory condition”
on page 610.

Note: This condition requires two-tier detection on the endpoint. See “About
two-tier detection for profiled DGM” on page 608.

Recipient based on a Directory
Server Group

Match message recipients from a synchronized directory server.
See “About synchronized Directory Group Matching (DGM)” on page 599.

See “Configuring the Recipient based on a Directory Server Group condition”
on page 604.

Note: This condition requires two-tier detection on the endpoint. See “About
two-tier detection for synchronized DGM” on page 600.
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Table 15-8 Available group rules for identity matching (continued)

Group rule Description

Recipient based on a Directory | Match message recipients from a profiled directory server.

from: an Exact Data Profile See “Implementing profiled DGM” on page 608.

See “Configuring the Recipient based on a Profiled Directory condition”
on page 611.

Note: This condition requires two-tier detection on the endpoint. See “About
two-tier detection for profiled DGM” on page 608.

Detection messages and message components

Data Loss Prevention detection servers and DLP Agents receive input data for
analysis in the form of messages. The system determines the message type; for
example, an email or a Word document. Depending on the message type, the
system either parses the message content into components (header, subject, body,
attachments), or it leaves the message intact. The system evaluates the message
or message components to see if any policy match conditions apply. If a condition
applies and it supports component matching, the system evaluates the content
against each selected message component. If the condition does not support
component matching, the system evaluates the entire message against the match
condition.

See “Selecting components to match on” on page 380.

The content-based conditions support cross-component matching. You can
configure the DCM content conditions to match across all message components.
The EDM condition matches on message envelope, body, and attachments. The
document conditions match on the message body and attachments, except File
Type and Name which only match on the attachment. Protocol, endpoint, and
identity conditions match on the entire message, as does any condition evaluated
by the DLP Agent. The subject component only applies to SMTP email or NNTP
messages, and Data Classification.

See “About matching on the message Subject for Data Classification Services”
on page 628.

Table 15-9 summarizes the component matching supported by each match
condition type.
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Table 15-9 Message components to match on
Condition type Envelope Subject Body Attachment(s)
Described content (DCM) match match match match
Keyword, Data Identifier, Regular
Expression conditions
Exact Data Matching (EDM) match match match
Indexed Document Matching match match
(IDM)
Vector Machine Learning (VML) match match
File Size (DCM) match match
File Type and File Name (DCM) match
Protocol (DCM) match (entire message)
Endpoint (DCM) match (entire message)
Identity (DCM and DGM) match (entire message)
Any condition evaluated by a DLP match (entire message)
Agent

Exception conditions

Symantec Data Loss Prevention provides policy exceptions to exclude messages
and message components from matching. You can use exception conditions to
refine the scope of your detection and group rules.

See “Use a limited number of exceptions to narrow detection scope” on page 404.

The system evaluates an inbound message or message component against policy
exceptions before policy rules. If the exception supports cross-component matching
(content-based exceptions), the exception can be configured to match on individual
message components. Otherwise, the exception matches on the entire message.

If an exception is met, the system ejects the entire message or message component
containing the content that triggered the exception. The ejected message or
message component is no longer available for evaluation against policy rules. The
system does not discard only the matched content or data item; it discards the
entire message or message component that contained the excepted item.
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Note: Symantec Data Loss Prevention does not support match-level exceptions,
only component or message-level exceptions.

For example, consider a policy that has a detection rule with one condition and
an exception with one condition. The rule matches messages containing Microsoft
Word attachments and generates an incident for each match. The exception
excludes from matching messages from ceo@company.com. An email from
ceo@company . com that contains a Word attachment is excepted from matching
and does not trigger an incident. The detection exception condition excluding
ceol@company.com messages takes precedence over the detection rule match
condition that would otherwise match on the message.

See “Policy detection execution” on page 352.

You can implement any condition as an exception, except the EDM condition
Content Matches Exact Data From. In addition, Network Prevent for Web does
not support synchronized DGM exceptions. You can implement IDM as an
exception, but the exception excludes exact files from matching, not file contents.
To exclude file contents, you "whitelist" it. VML can be used as an exception if the
content is from the same category.

See “Adding an exception to a policy” on page 381.
See “CAN-SPAM Act policy template” on page 727.

See “Whitelisting file contents to exclude from matching” on page 453.

Compound conditions

A valid policy must declare at least one rule that defines at least one match
condition. The condition matches input data to detect data loss. A rule with a
single condition is a simple rule. Optionally, you can declare multiple conditions
within a single detection or group rule. A rule with multiple conditions is a
compound condition.

For compound conditions, each condition in the rule must match to trigger a
violation. Thus, for a single policy that declares one rule with two conditions, if
one condition matches but the other does not, detection does not report a match.
If both conditions match, detection reports a match, assuming that the rule is set
to count all matches. In programmatic terms, two or more conditions in the same
rule are ANDed together.

Like rules, you can declare multiple conditions within a single exception. In this
case, all conditions in the exception must match for the exception to apply.

See “Policy detection execution” on page 352.
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See “Use compound conditions to improve match accuracy” on page 404.

See “Exception conditions” on page 350.

Policy detection execution

You can include any combination of detection rules, group rules, and exceptions
in a single policy. A detection server evaluates policy exceptions first. If any
exception is met, the entire message or message component matching the
exception is ejected and is no longer available for policy matching.

The detection server evaluates the detection and group rules in the policy on a
per-rule basis. In programmatic terms, where you have a single policy definition,
the connection between conditions in the same rule or exception is AND (compound
conditions). The connection between two or more rules of the same type is OR
(for example, 2 detection rules). But, if you combine rules of different type in a
single policy (for example, 1 detection rule and 1 group rule), the connection
between the rules is AND. In this configuration both rules must match to trigger
an incident. However, exception conditions created across the "Detection" and
"Groups" tabs are connected by an implicit OR.

See “Compound conditions” on page 351.
See “Exception conditions” on page 350.

Table 15-10 summarizes the policy condition execution logic for the detection
server for various policy configurations.

Table 15-10 Policy condition execution logic
Policy configuration Logic Description
Compound conditions AND If a single rule or exception in a policy contains two or more

match conditions, all conditions must match.

Rules or exceptions of same | OR If there are two detection rules in a single policy, or two group

type

rules in a single policy, or two exceptions of the same type
(detection or group), the rules or exceptions are independent
of each other.

Rules of different type AND If one or more detection rules is combined with one or more
group rules in a single policy, the rules are dependent.
Exceptions of different type | OR If one or more detection exceptions is combined with one or

more group exceptions in a single policy, the exceptions are
independent.
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Two-tier detection for DLP Agents

Symantec Data Loss Prevention uses a two-tier detection architecture to analyze
activity on endpoint computers for some index-based match conditions.

Two-tier detection requires communication and data transfer between the DLP
Agent and the Endpoint Server to detect incidents. If a match condition requires
two-tier detection, the condition is not evaluated locally on the endpoint by the
DLP Agent. Instead, the DLP Agent sends the data to the Endpoint Server for
policy evaluation.

See “About policies for endpoints” on page 1319.

The effect of two-tier detection is that policy evaluation is delayed for the time it
takes the data to be sent to and evaluated by the Endpoint Server. If the DLP Agent
is not connected to the network or cannot communicate with the Endpoint Server,
the condition requiring two-tier detection is not evaluated until the DLP Agent
connects. This delay can impact performance of the DLP Agent if the message is
a large file or attachment.

See “Troubleshooting policies” on page 396.

Two-tier detection has implications for the kinds of policies you author for
endpoint computers. You can reduce the potential bottleneck of two-tier detection
by being aware of the detection conditions that require two-tier detection and
author your endpoint policies in such a way to eliminate or reduce the need for
two-tier detection.

See “Author policies to limit the potential effect of two-tier detection” on page 405.

Table 15-11 lists the detection conditions that require two-tier detection on the
endpoint.

Note: You cannot combine an Endpoint Prevent: Notify or Block response rule
with two-tier match conditions, including Exact Data Matching (EDM), Indexed
Document Matching (IDM), and Directory Group Matching (DGM). If you do, the
system displays a warning for both the detection condition and the response rule.

Table 15-11 Policy matching conditions requiring two-tier detection
Detection technology Match condition Description
Exact Data Matching (EDM) Content Matches Exact Datafrom an | See “About Exact Data Matching
Exact Data Profile (EDM)” on page 409.

See “About two-tier detection for EDM
on the endpoint” on page 415.
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Table 15-11

Policy matching conditions requiring two-tier detection (continued)

Detection technology

Match condition

Description

Profiled Directory Group Matching
(DGM)

Sender/User based on a Directory
from an Exact Data Profile

Recipient based on a Directory from
an Exact Data Profile

See “About profiled Directory Group
Matching (DGM)” on page 607.

See “About two-tier detection for
profiled DGM” on page 608.

Synchronized Directory Group
Matching (DGM)

Recipient based on a Directory
Server Group

See “About synchronized Directory
Group Matching (DGM)” on page 599.

See “About two-tier detection for
synchronized DGM” on page 600.

Indexed Document Matching (IDM)

Content Matches Document
Signature from an Indexed Document
Profile

See “About Indexed Document
Matching (IDM)” on page 443.

See “About two-tier detection for IDM
on the endpoint” on page 451.




Creating policies from
templates

This chapter includes the following topics:

m Creating a policy from a template

m US Regulatory Enforcement policy templates

m UK and International Regulatory Enforcement policy templates
m Customer and Employee Data Protection policy templates

m Confidential or Classified Data Protection policy templates

m Network Security Enforcement policy templates

m Acceptable Use Enforcement policy templates

m Choosing an Exact Data Profile

m Choosing an Indexed Document Profile

Creating a policy from a template

You can create a policy from a system-provided template or from a template you
import to the Enforce Server.

See “Policy templates” on page 330.

See “Policy import and export” on page 336.
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Creating a policy from a template

Table 16-1 Create a policy from a template

Action

Description

Add a policy from a template.

See “Adding a new policy or policy template” on page 369.

Choose the template you want to
use.

At the Manage > Policies > Policy List > New Policy - Template List screen the
system lists all policy templates.

System-provided template categories:

m See “US Regulatory Enforcement policy templates” on page 357.
m See “UK and International Regulatory Enforcement policy templates”
on page 360.
See “Customer and Employee Data Protection policy templates” on page 360.

|
m See “Confidential or Classified Data Protection policy templates” on page 362.
m See “Network Security Enforcement policy templates” on page 363.

|

See “Acceptable Use Enforcement policy templates” on page 363.
Imported Templates appear individually after import:
m See “Importing policy templates” on page 393.

Note: See the Enterprise Vault Data Classification Services Implementation Guide
for information about Classification policy templates.

Click Next to configure the
policy.

For example, select the Webmail policy template and click Next.

See “Configuring policies” on page 370.

Choose a Data Profile (if
prompted).

If the template relies on one or more Data Profiles, the system prompts you to
select each:

m Exact Data Profile
See “Choosing an Exact Data Profile” on page 365.
m Indexed Document Profile
See “Choosing an Indexed Document Profile” on page 366.

If you do not have a Data Profile, you can either:

m  Cancel the policy definition process, define the profile, and resume creating
the policy from the template.

m Click Next to configure the policy.
On creation of the policy, the system drops any rules or exceptions that rely
on the Data Profile.

Note: You should use a profile if a template calls for it.
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Create a policy from a template (continued)

Action

Description

Edit the policy name or
description (optional).

If you intend to modify a system-defined template, you may want to change the
name so you can distinguish it from the original.

See “Configuring policies” on page 370.

Note: If you want to export the policy as a template, the policy name must be less
than 60 characters. If it is more, the template does not appear in the Imported
Templates section of the Template List screen.

Select a policy group (if
necessary).

If you have defined a policy group, select it from the Policy Group list.
See “Creating and modifying policy groups” on page 392.

If you have not defined a policy group, the system deploys the policy to the Default
Policy Group.

Edit the policy rules or
exceptions (if necessary).

The Configure Policy screen displays the rules and exceptions (if any) provided
by the policy.

You can modify, add, and remove policy rules and exceptions to meet your
requirements.

See “Configuring policy rules” on page 374.

See “Configuring policy exceptions” on page 384.

Save the policy and export it
(optional).

Click Save to save the policy.
You can export policy detection as a template for sharing or archiving.
See “Exporting policy detection as a template” on page 394.

For example, if you changed the configuration of a system-defined policy template,
you may want to export it for sharing across environments.

Test and tune the policy
(recommended).

Test and tune the policy using data the policy should and should not detect.

Review the incidents that the policy generates. Refine the policy rules and
exceptions as necessary to reduce false positives and false negatives.

Add response rules (optional).

Add response rules to the policy to report and remediate violations.

See “Implementing response rules” on page 813.

Note: Response rules are not included in policy templates.

US Regulatory Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates supporting US

Regulatory Enforcement guidelines.
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See “Creating a policy from a template” on page 355.

Table 16-2 US Regulatory Enforcement policy templates

Policy template

Description

CAN-SPAM Act

Establishes requirements for sending commercial email.

See “CAN-SPAM Act policy template” on page 727.

Defense Message System (DMS) GENSER
Classification

Detects information classified as confidential.

See “Defense Message System (DMS) GENSER Classification
policy template” on page 735.

Export Administration Regulations (EAR)

Enforces the U.S. Department of Commerce Export
Administration Regulations (EAR).

See “Export Administration Regulations (EAR) policy template”
on page 740.

FACTA 2003 (Red Flag Rules)

Enforces sections 114 and 315 (or Red Flag Rules) of the Fair and
Accurate Credit Transactions Act (FACTA) of 2003.

See “FACTA 2003 (Red Flag Rules) policy template” on page 741.

Gramm-Leach-Bliley

This policy limits sharing of consumer information by financial
institutions.

See “Gramm-Leach-Bliley policy template” on page 747.

HIPAA and HITECH (including PHI)

This policy enforces the US Health Insurance Portability and
Accountability Act (HIPAA).

See “HIPAA and HITECH (including PHI) policy template”
on page 749.

International Traffic in Arms Regulations (ITAR)

This policy enforces the US Department of State ITAR provisions.

See “International Traffic in Arms Regulations (ITAR) policy
template” on page 755.

NASD Rule 2711 and NYSE Rules 351 and 472

This policy protects the name(s) of any companies that are
involved in an upcoming stock offering.

See “NASD Rule 2711 and NYSE Rules 351 and 472 policy
template” on page 759.

NASD Rule 3010 and NYSE Rule 342

This policy monitors brokers-dealers communications.

See “NASD Rule 3010 and NYSE Rule 342 policy template”
on page 760.




Creating policies from templates | 359
US Regulatory Enforcement policy templates

Table 16-2 US Regulatory Enforcement policy templates (continued)

Policy template

Description

NERC Security Guidelines for Electric Utilities

This policy detects the information that is outlined in the North
American Electric Reliability Council (NERC) security guidelines
for the electricity sector.

See “NERC Security Guidelines for Electric Utilities policy
template” on page 762.

Office of Foreign Assets Control (OFAC)

This template detects communications involving targeted OFAC
groups.

See “Office of Foreign Assets Control (OFAC) policy template”
on page 766.

OMB Memo 06-16 and FIPS 199 Regulations

This template detects information that is classified as
confidential.

See “OMB Memo 06-16 and FIPS 199 Regulations policy template”
on page 768.

Payment Card Industry Data Security Standard

This template detects Visa and MasterCard credit card number
data.

See “Payment Card Industry (PCI) Data Security Standard policy
template” on page 770.

Sarbanes-Oxley

This template detects sensitive financial data.

See “Sarbanes-Oxley policy template” on page 778.

SEC Fair Disclosure Regulation

This template detects data disclosure of material financial
information.

See “SEC Fair Disclosure Regulation policy template” on page 780.

State Data Privacy

This template detects breaches of state-mandated confidentiality.

See “State Data Privacy policy template” on page 784.

US Intelligence Control Markings (CAPCO) and
DCID 1/7

This template detects authorized terms to identify classified
information in the US Federal Intelligence community.

See “US Intelligence Control Markings (CAPCO) and DCID 1/7
policy template” on page 791.
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UK and International Regulatory Enforcement policy
templates

Symantec Data Loss Prevention provides several policy templates for UK and
International Regulatory Enforcement.

See “Creating a policy from a template” on page 355.

Table 16-3 UK and International Regulatory Enforcement policy templates
Policy template Description
Caldicott Report This policy protects UK patient information.

See “Caldicott Report policy template” on page 725.

UK Data Protection Act 1998 This policy protects personal identifiable information.
See “Data Protection Act 1998 (UK) policy template” on page 733.

EU Data Protection Directives This policy detects personal data specific to the EU directives.

See “Data Protection Directives (EU) policy template” on page 734.

Human Rights Act 1998 This policy enforces Article 8 of the act for UK citizens.

See “Human Rights Act 1998 policy template” on page 753.

PIPEDA This policy detects Canadian citizen customer data.

See “PIPEDA policy template” on page 771.

Customer and Employee Data Protection policy
templates

Symantec Data Loss Prevention provides several policy templates for Customer
and Employee Data Protection.

See “Creating a policy from a template” on page 355.

Table 16-4 Customer and Employee Data Protection policy templates
Policy template Description
Canadian Social Insurance Numbers This policy detects patterns indicating Canadian social insurance
numbers.
See “Canadian Social Insurance Numbers policy template” on page 727.




Table 16-4

Creating policies from templates
Customer and Employee Data Protection policy templates

Customer and Employee Data Protection policy templates
(continued)

Policy template

Description

Credit Card Numbers

This policy detects patterns indicating credit card numbers.

See “Credit Card Numbers policy template” on page 731.

Customer Data Protection

This policy detects customer data.

See “Customer Data Protection policy template” on page 731.

Employee Data Protection

This policy detects employee data.

See “Employee Data Protection policy template” on page 738.

Individual Taxpayer Identification Numbers

This policy detects IRS-issued tax processing numbers.

(ITIN) See “Individual Taxpayer Identification Numbers (ITIN) policy
template” on page 755.
SWIFT Codes This policy detects codes banks use to transfer money across

international borders.

See “SWIFT Codes policy template” on page 788.

UK Drivers License Numbers

This policy detects UK Drivers License Numbers.

See “UK Drivers License Numbers policy template” on page 789.

UK Electoral Roll Numbers

This policy detects UK Electoral Roll Numbers.
See “UK Electoral Roll Numbers policy template” on page 789.

UK National Insurance Numbers

This policy detects UK National Insurance Numbers.

See “UK National Insurance Numbers policy template” on page 790.

UK National Health Service Number

This policy detects personal identification numbers issued by the
NHS.

See “UK National Health Service (NHS) Number policy template”
on page 790.

UK Passport Numbers This policy detects valid UK passports.
See “UK Passport Numbers policy template” on page 791.
UK Tax ID Numbers This policy detects UK Tax ID Numbers.

See “UK Tax ID Numbers policy template” on page 791.

US Social Security Numbers

This policy detects patterns indicating social security numbers.

See “US Social Security Numbers policy template” on page 793.
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Confidential or Classified Data Protection policy
templates

Symantec Data Loss Prevention provides several policy templates for Confidential
or Classified Data Protection.

See “Creating a policy from a template” on page 355.

Table 16-5 Confidential or Classified Data Protection policy templates
Policy template Description
Confidential Documents This policy detects company-confidential documents.

See “Confidential Documents policy template” on page 730.

Design Documents This policy detects various types of design documents.

See “Design Documents policy template” on page 737.

Encrypted Data This policy detects the use of encryption by a variety of methods.

See “Encrypted Data policy template” on page 739.

Financial Information This policy detects financial data and information.

See “Financial Information policy template” on page 745.

Merger and Acquisition Agreements This policy detects information and communications about upcoming
merger and acquisition activity.

See “Merger and Acquisition Agreements policy template” on page 757.

Price Infomation This policy detects specific SKU or pricing information.

See “Price Information policy template” on page 773.

Project Data This policy detects discussions of sensitive projects.

See “Project Data policy template” on page 774.

Proprietary Media Files This policy detects various types of video and audio files.

See “Proprietary Media Files policy template” on page 774.

Publishing Documents This policy detects various types of publishing documents.

See “Publishing Documents policy template” on page 775.

Resumes This policy detects active job searches.

See “Resumes policy template” on page 777.
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Confidential or Classified Data Protection policy templates
(continued)

Policy template

Description

Source Code

This policy detects various types of source code.

See “Source Code policy template” on page 783.

Symantec DLP Awareness and Avoidance

This policy detects any communications that refer to Symantec DLP or
other data loss prevention systems and possible avoidance of detection.

See “Symantec DLP Awareness and Avoidance policy template”
on page 788.

Network Security Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates for Network
Security Enforcement.

See “Creating

Table 16-6

a policy from a template” on page 355.

Network Security Enforcement policy templates

Policy template

Description

Common Spyware Upload Sites

This policy detects access to common spyware upload Web sites.

See “Common Spyware Upload Sites policy template” on page 729.

Network Diagrams

This policy detects computer network diagrams.

See “Network Diagrams policy template” on page 764.

Network Security

This policy detects evidence of hacking tools and attack planning.

See “Network Security policy template” on page 765.

Password Files

This policy detects password file formats.

See “Password Files policy template” on page 769.

Acceptable Use Enforcement policy templates

Symantec Data Loss Prevention provides several policy templates for allowing
acceptable uses of information.

See “Creating

a policy from a template” on page 355.
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Acceptable Use Enforcement policy templates

Table 16-7

Acceptable Use Enforcement policy templates

Policy template

Description

Competitor Communications

This policy detects forbidden communications with competitors.

See “Competitor Communications policy template” on page 729.

Forbidden Websites This policy detects access to specified Web sites.
See “Forbidden Websites policy template” on page 746.
Gambling This policy detects any reference to gambling.
See “Gambling policy template” on page 746.
Illegal Drugs This policy detects conversations about illegal drugs and controlled
substances.
See “Illegal Drugs policy template” on page 754.
Media Files This policy detects various types of video and audio files.

See “Media Files policy template” on page 756.

Offensive Language

This policy detects the use of offensive language.

See “Offensive Language policy template” on page 765.

Racist Language

This policy detects the use of racist language.

See “Racist Language policy template” on page 776.

Restricted Files

This policy detects various file types that are generally inappropriate to
send out of the company.

See “Restricted Files policy template” on page 776.

Restricted Recipients

This policy detects communications with specified recipients.

See “Restricted Recipients policy template” on page 776.

Sexually Explicit Language

This policy detects sexually explicit content.

See “Sexually Explicit Language policy template” on page 782.

Violence and Weapons

This policy detects violent language and discussions about weapons.

See “Violence and Weapons policy template” on page 793.

Webmail

This policy detects the use of a variety of Webmail services.

See “Webmail policy template” on page 793.

Yahoo Message Board Activity

This policy detects Yahoo message board activity.

See “Yahoo Message Board Activity policy template” on page 794.
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Table 16-7 Acceptable Use Enforcement policy templates (continued)

Policy template

Description

Yahoo and MSN Messengers on Port 80 | This policy detects Yahoo IM and MSN Messenger activity.

See “Yahoo and MSN Messengers on Port 80 policy template” on page 796.

Choosing an Exact Data Profile

If the policy template you select implements Exact Data Matching (EDM), the
system prompts you to choose an Exact Data Profile. Table 16-8 lists the policy
templates that are based on Exact Data Profiles.

If you do not have an Exact Data Profile, you can cancel policy creation and define
a profile. Or, you can choose not to use an Exact Data Profile. In this case the
system disables the associated EDM detection rules in the policy template. You
can use any DCM rules or exceptions the policy template provides.

See “About Exact Data Matching (EDM)” on page 409.

See “About the Exact Data Profile” on page 411.

To choose an Exact Data Profile

1 Select an Exact Data Profile from the list of available profiles.

2 Click Next to continue with creating the policy from the template.
Click Previous to return to the list of policy templates.

See “Creating a policy from a template” on page 355.

Note: When the system prompts you to select an Exact Data Profile, the display
lists the data columns to include in the profile to provide the highest level of
accuracy. If data fields in your Exact Data Profile are not represented in the
selected policy template, the system displays those fields for content matching
when you define the detection rule

Table 16-8 Policy templates that implement Exact Data Matching (EDM)

Policy template

Description

Caldicott Report

See “Caldicott Report policy template” on page 725.

Customer Data Protection See “Customer Data Protection policy template” on page 731.

Data Protection Act 1988 See “Data Protection Act 1998 (UK) policy template” on page 733.
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Table 16-8

Policy templates that implement Exact Data Matching (EDM)
(continued)

Policy template

Description

Employee Data Protection

See “Employee Data Protection policy template” on page 738.

EU Data Protection Directives

See “Data Protection Directives (EU) policy template” on page 734.

Export Administration Regulations (EAR)

See “Export Administration Regulations (EAR) policy template”
on page 740.

FACTA 2003 (Red Flag Rules)

See “FACTA 2003 (Red Flag Rules) policy template” on page 741.

Gramm-Leach-Bliley

See “Gramm-Leach-Bliley policy template” on page 747.

HIPAA and HITECK (including PHI)

See “HIPAA and HITECH (including PHI) policy template” on page 749.

Human Rights Act 1998

See “Human Rights Act 1998 policy template” on page 753.

International Traffic in Arms Regulations
(ITAR)

See “International Traffic in Arms Regulations (ITAR) policy template”
on page 755.

Payment Card Industry Data Security
Standard

See “Payment Card Industry (PCI) Data Security Standard policy
template” on page 770.

PIPEDA

See “PIPEDA policy template” on page 771.

Price Information

See “Price Information policy template” on page 773.

Resumes

See “Resumes policy template” on page 777.

State Data Privacy

See “SEC Fair Disclosure Regulation policy template” on page 780.

Choosing an Indexed Document Profile

If the policy template you chose uses Indexed Document Matching (IDM) detection,
the system prompts you to select the Document Profile.

See “About Indexed Document Matching (IDM)” on page 443.

To use a Document Profile

1 Select the Document Profile from the list of available profiles.

2 Click Next to create the policy from the template.

See “Creating a policy from a template” on page 355.

If you do not have a Document Profile, you can cancel policy creation and define
the Document Profile. Or, you can choose to not use a Document Profile. In this
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case the system disables any IDM rules or exceptions for the policy instance. If
the policy template contains DCM rules or exceptions, you may use them.

See “About the Indexed Document Profile” on page 444.

Table 16-9 Policy templates that implement Indexed Document Matching (IDM)
Policy template Description
CAN-SPAM Act (IDM exception) See “CAN-SPAM Act policy template” on page 727.

NASD Rule 2711 and NYSE Rules 351 and | See “NASD Rule 2711 and NYSE Rules 351 and 472 policy template”
472 on page 759.

”»

NERC Security Guidelines for Electric See “NERC Security Guidelines for Electric Utilities policy template
Utilities on page 762.

Sarbanes-Oxley See “Sarbanes-Oxley policy template” on page 778.

SEC Fair Disclosure Regulation See “SEC Fair Disclosure Regulation policy template” on page 780.
Confidential Documents See “Confidential Documents policy template” on page 730.
Design Documents See “Design Documents policy template” on page 737.

Financial Information See “Financial Information policy template” on page 745.

Project Data See “Project Data policy template” on page 774.

Proprietary Media Files See “Proprietary Media Files policy template” on page 774.
Publishing Documents See “Publishing Documents policy template” on page 775.

Source Code See “Source Code policy template” on page 783.

Network Diagrams See “Network Diagrams policy template” on page 764.
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Configuring policies

This chapter includes the following topics:
m Adding a new policy or policy template
m Configuring policies

m Adding a rule to a policy

m Configuring policy rules

m Defining rule severity

m Configuring match counting

m Selecting components to match on

m Adding an exception to a policy

m Configuring policy exceptions

m Configuring compound match conditions

m Input character limits for policy configuration

Adding a new policy or policy template
As a policy author you can define a new policy from scratch or from a template.

See “Workflow for implementing policies” on page 337.
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To add a new policy or a policy template

1

Click Add Policy at the Manage > Polices > Policy List screen.

See “Manage and add policies” on page 389.

Choose the type of policy you want to add at the New Policy screen.
Select Add a blank policy to add a new empty policy.

See “Policy components” on page 329.

Select Add a policy from a template to add a policy from a template.
See “Policy templates” on page 330.

Click Next to configure the policy or the policy template.

See “Configuring policies” on page 370.

See “Creating a policy from a template” on page 355.

Click Cancel to not add a policy and return to the Policy List screen.

Configuring policies

The Manage > Policies > Policy List > Configure Policy screen is the home page
for configuring policies.

Table 17-1 describes the workflow for configuring policies.

Table 17-1 Configuring policies

Action

Description

Define a new policy, or edit an existing policy. Add a new blank policy.

See “Adding a new policy or policy template” on page 369.
Create a policy from a template.
See “Creating a policy from a template” on page 355.

Select an existing policy at the Manage > Policies > Policy List
screen to edit it.

See “Manage and add policies” on page 389.

Enter a policy Name and Description. The policy name must be unique in the policy group you deploy

the policy to.

See “Input character limits for policy configuration”
on page 388.
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Configuring policies (continued)

Action

Description

Select the Policy Group from the list where the
policy is to be deployed.

The Default Policy Group is selected if there is no policy group
configured.

See “Creating and modifying policy groups” on page 392.

Set the Status for the policy.

You can enable (default setting) or disable a policy. A disabled
policy is deployed but is not loaded into memory to detect
incidents.

See “Manage and add policies” on page 389.

Note: The Policy Actions setting only applies to Classification
policies. See the Enterprise Vault Data Classification Services
Implementation Guide.

Add a rule to the policy, or edit an existing rule.

Click Add Rule to add a rule.
See “Adding a rule to a policy” on page 372.

Select an existing rule to edit it.

Configure the rule with one or more conditions.

For a valid policy, you must configure at least one rule that
declares at least one condition. Compound conditions and
exceptions are optional.

See “Configuring policy rules” on page 374.

Optionally, add one or more policy exceptions, or
edit an existing exception.

Click Add Exception to add it.
See “Adding an exception to a policy” on page 381.

Select an existing exception to edit it.

Configure any exception(s).

See “Configuring policy exceptions” on page 384.

Save the policy configuration.

Click Save to save the policy configuration to the Enforce
Server database.

See “Policy components” on page 329.

Export the policy as a template.

Optionally, you can export the policy rules and exceptions as
a template.

See “Exporting policy detection as a template” on page 394.

Add one or more response rules to the policy.

You configure response rules independent of policies.
See “Configuring response rules” on page 819.

See “Adding an automated response rule to a policy”
on page 394.
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Adding a rule to a policy

At the Manage > Policies > Policy List > Configure Policy - Add Rule screen you
add one or more rules to a policy.

You can add two types of rules to a policy: detection and group. If two or more
rules in a policy are the same type, the system connects them by OR. If two or
more rules in the same policy are different types, the system connects them by
AND.

See “Policy detection execution” on page 352.

Note: Exceptions are added separate from rules. See “Adding an exception to a
policy” on page 381.

To add one or more rules to a policy

1 Choose the type of rule (detection or group) to add to the policy.
To add a detection rule, select the Detection tab and click Add Rule.
To add a group (identity) rule, select the Groups tab and click Add Rule.
See “Policy matching conditions” on page 343.

2 Select the detection or the group rule you want to implement from the list of
rules.

See Table 17-2 on page 372.
3 Select the prerequisite component, if required.

If the policy rule requires a Data Profile, Data Identifier, or User Group
select it from the list.

4 Click Next to configure the policy rule.

See “Configuring policy rules” on page 374.

Table 17-2 Adding policy rules

Rule

Prerequisite Description

Content match conditions

Content Matches Regular See “About regular expression matching” on page 557.
Expression
Content Matches Exact Data Exact Data Profile See “About the Exact Data Profile” on page 411.

See “Choosing an Exact Data Profile” on page 365.
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Adding policy rules (continued)

Rule

Prerequisite

Description

Content Matches Keyword

See “About keyword matching” on page 549.

Content Matches Document
Signature

Indexed Document
Profile

See “About Indexed Document Matching (IDM)”
on page 443.

See “Choosing an Indexed Document Profile”
on page 366.

Content Matches Data Identifier | Data Identifier See “About Data Identifiers” on page 509.
See “Selecting system Data Identifier breadth”
on page 530.

Detect using Vector Machine VML Profile See “About Vector Machine Learning (VML)”

Learning

on page 477.

See “Implementing Vector Machine Learning (VML)”
on page 481.

File Properties match conditions

Message Attachment or File Type
Match

See “About file type matching” on page 563.

Message Attachment or File Size
Match

See “About file size matching” on page 564.

Message Attachment or File
Name Match

See “About file name matching” on page 565.

Message/Email Properties and

Enterprise Vault

See “About implementing detection for Enterprise

Attributes integration Vault Classification” on page 627.
See the Enterprise Vault Data Classification Services
Implementation Guide.

Custom File Type Signature Rule enabled See “About custom file type identification” on page 564.

Custom script

See “Enabling custom file type detection” on page 569.

Protocol and Endpoint match conditions

Protocol Monitoring

Custom protocols (if any)

See “About protocol monitoring for network”
on page 573.

See “About protocol monitoring for mobile” on page 574.

Endpoint Monitoring

See “About endpoint protocol monitoring” on page 579.

Endpoint Device Class or ID

Custom device(s)

See “About endpoint device detection” on page 581.
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Table 17-2 Adding policy rules (continued)
Rule Prerequisite Description
Endpoint Location See “About endpoint location detection” on page 581.

Groups (Identities) match conditions

Sender/User Matches Pattern See “About described identity matching” on page 591.

Recipient Matches Pattern

Sender/User based on a Directory | User Group See “About synchronized Directory Group Matching
Server Group (DGM)” on page 599.
Recipient based on a Directory See “Creating or modifying a User Group” on page 601.

Server Group

Sender/User based on a Directory | Exact Data Profile See “About profiled Directory Group Matching (DGM)”
from: on page 607.

Recipient based on a Directory See “Implementing profiled DGM” on page 608.
from:

Configuring policy rules

At the Manage > Policies > Policy List > Configure Policy - Edit Rule screen, you
configure a policy rule with one or more match conditions. The configuration of
each rule condition depends on its type.

See Table 17-4 on page 375.

Table 17-3 Configuring policy rules
Step Action Description
Step 1 Add arule to a policy, or See “Adding a rule to a policy” on page 372.
modify a rule. To modify an existing rule, select the rule in the policy builder interface
at the Configure Policy - Edit Rule screen.
Step 2 Name the rule, or modify a In the General section of the rule, enter a name in the Rule Name field,
name. or modify the name of an existing rule.
Step 3 Set the rule severity. In the Severity section of the rule, select or modify a "Default" severity
level.

In addition to the default severity, you can add multiple severity levels
to arule.

See “Defining rule severity” on page 377.
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Configuring policy rules (continued)

Step Action

Description

Step 4 Configure the match condition.

In the Conditions section of the rule, you configure one or more match
conditions for the rule. The configuration of a condition depends on its
type.

See Table 17-4 on page 375.

Step5 | Configure match counting (if
required).

If the rule calls for it, configure how you want to count matches.

See “Configuring match counting” on page 378.

Step 6 Select components to match
on (if available).

If the rule is content-based, select one or more available content rules to
match on.

See “Selecting components to match on” on page 380.

Step7 | Add and configure one or more
additional match conditions
(optional).

To define a compound rule, Add another match condition from the Also
Match list.

Configure the additional condition according to its type (Step 4).
See “Configuring compound match conditions” on page 386.

Note: All conditions in a single rule must match to trigger an incident.
See “Policy detection execution” on page 352.

Step 8 Save the policy configuration.

When you are done cofiguring the rule, click OK.

This action returns you to the Configure Policy screen where you can
Save the policy.

See “Manage and add policies” on page 389.

Table 17-4 lists each of the available match conditions and provides links to topics
for configuring each condition.

Table 17-4

Configuring policy match conditions

Rule

Description

Content match conditions

Content Matches Regular Expression

See “Configuring the Content Matches Regular Expression condition”
on page 559.

Content Matches Exact Data from an
Exact Data Profile

See “Configuring the Content Matches Exact Data condition” on page 429.

Content Matches Keyword

See “Configuring the Content Matches Keyword condition” on page 552.
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Table 17-4

Configuring policy match conditions (continued)

Rule

Description

Content Matches Document Signature

3

See “Configuring the Content Matches Document Signature condition’
on page 468.

Content Matches Data Identifier

See “Configuring the Content Matches Data Identifier condition”
on page 528.

Detect using Vector Machine Learning

profile

See “Configuring the Detect using Vector Machine Learning Profile
condition” on page 493.

File Properties match conditions

Message Attachment or File Type Match | See “Configuring the Message Attachment or File Type Match condition”

on page 567.

Message Attachment or File Size Match | See “Configuring the Message Attachment or File Size Match condition”

on page 568.

Message Attachment or File Name

Match

See “Configuring the Message Attachment or File Name Match condition”
on page 569.

Message/Email Properties and
Attributes

See “Configuring the Message/Email Properties and Attributes condition”
on page 630.

See the Enterprise Vault Data Classification Services Implementation
Guide.

Custom File Type Signature

See “Configuring the Custom File Type Signature condition” on page 570.

Protocol match conditions

Network or Mobile Monitoring

See “Configuring the Protocol Monitoring condition for network
detection” on page 575.

q

See “Configuring the Protocol Monitoring condition for mobile detection’
on page 576.

Endpoint Monitoring

See “Configuring the Endpoint Monitoring condition” on page 582.

Endpoint Device Class or ID

See “Configuring the Endpoint Device Class or ID condition” on page 585.

Endpoint Location

See “Configuring the Endpoint Location condition” on page 584.

Groups match conditions

Sender/User Matches Pattern

See “Configuring the Sender/User Matches Pattern condition” on page 593.

Recipient Matches Pattern

See “Configuring the Recipient Matches Pattern condition” on page 595.
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Table 17-4 Configuring policy match conditions (continued)

Rule

Description

Sender/User based onaDirectory Server | See “Configuring the Sender/User based on a Directory Server Group

Group

condition” on page 603.

Sender/User based on a Directory from | See “Configuring the Sender/User based on a Profiled Directory condition”

an Exact Data Profile

on page 610.

Recipient based on a Directory Server | See “Configuring the Recipient based on a Directory Server Group

Group

condition” on page 604.

Recipient based on a Directory from an | See “Configuring the Recipient based on a Profiled Directory condition”

Exact Data Profile

on page 611.

Defining rule severity

The system assigns a severity level to a policy rule violation. The default setting
is "High." You can configure the default, and add one or more additional severity
levels.

See “Policy severity” on page 333.

Policy rule severity works with the Severity response rule condition. If you set
the default policy rule severity level to "High" and define additional severity levels,
the system does not assign the additional severity to the incident based on match
count. The result is that if you have a response rule set to a match count severity
level that is less than the default "High" severity, the response rule does not
execute

See “Configuring the Severity response condition” on page 831.
To define policy rule severity
1 Configure a policy rule.
See “Configuring policy rules” on page 374.
2 Select a Default level from the Severity list.

The default severity level is the baseline level that the system reports. The
system applies the default severity level to any rule match, unless additional
severity levels override the default setting.

3 Click Add Severity to define additional severity levels for the rule.

If you add a severity level it is based on the match count.
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Select the desired severity level, choose the match count range, and enter
the match count.

For example, you can set a Medium severity with X range to match after 100
matches have been counted.

If you add an additional severity level, you can select it to be the default
severity.

To remove a defined severity level, click the X icon beside the severity
definition.

Configuring match counting

Some conditions let you specify how you want to count matches. Count all matches
is the default behavior. You can configure the minimum number of matches
required to cause an incident. Or, you can count all matches as one incident. If a
condition supports match counting, you can configure this setting for both policy
rules and exceptions.

See Table 17-6 on page 379.

Table 17-5 Configuring match counting
Parameter Condition Incident description
type
Check for Simple This configuration reports a match count of 1 if there are one or more matches;
existence it does not count multiple matches. For example, 10 matches are one incident.
Compound This configuration reports a match count of 1 if there are one or more matches

and ALL conditions in the rule or exception are set to check for existence.
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Configuring match counting (continued)

Parameter

Condition
type

Incident description

Count all
matches

Simple

This configuration reports a match count of the exact number of matches detected
by the condition. For example, 10 matches count as 10 incidents.

Compound

This configuration reports a match count of the sum of all condition matches in
the rule or exception. The default is one incident per condition match and applies
if any condition in the rule or exception is set to count all matches.

For example, if a rule has two conditions and one is set to count all matches and
detects four matches, and the other condition is set to check for existence and
detects six matches, the reported match count is 10. If a third condition in the
rule detects a match, the match countis 11.

Only report
incidents with
at least _
matches

You can change the default one incident per match count by specifying the
minimum number of matches required to report an incident.

For example, in a rule with two conditions, if you configure one condition to
count all matches and specify five as the minimum number of matches for each
condition, a sum of 10 matches reported by the two conditions generates two
incidents. You must be consistent and select this option for each condition in
the rule or exception to achieve this behavior.

Note: The count all matches setting applies to each message component you
match on. For example, consider a policy where you specify a match count of 3
and configure a keyword rule that matches on all four message components
(default setting for this condition). If a message is received with two instances
of the keyword in the body and one instance of the keyword in the envelope, the
system does not report this as a match. However, if three instances of the keyword
appear in an attachment (or any other single message component), the system
would report it as a match.

Count all unique
matches

Only count
unique
matches

Unique match counting is new for Symantec Data Loss Prevention version 11.6
and is only available for Data Identifiers.

See “About unique match counting for Data Identifiers” on page 525.

Table 17-6

Conditions that support match counting

Condition

Description

Content Matches Regular

Expression

See “About regular expression matching” on page 557.

See “Configuring the Content Matches Regular Expression condition” on page 559.

Content Matches Keyword

See “About keyword matching” on page 549.

See “Configuring the Content Matches Keyword condition” on page 552.
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Table 17-6 Conditions that support match counting (continued)
Condition Description
Content Matches Document See “Configuring the Content Matches Document Signature condition”
Signature (IDM) on page 468.

Content Matches Data Identifier | See “About Data Identifiers” on page 509.
See “Configuring the Content Matches Data Identifier condition” on page 528.

See “Implementing unique match counting for Data Identifiers” on page 534.

Recipient Matches Pattern See “About described identity matching” on page 591.

See “Configuring the Recipient Matches Pattern condition” on page 595.

Note: Exact Data Matching supports match counting, but it is configured at the
Advanced Server Settings screen. See “Configuring exact data match counting”
on page 434.

Selecting components to match on

The availability of one or more message components to match on depends on the
type of rule or exception condition you implement.

See “Detection messages and message components” on page 349.

Table 17-7 Match on components

Component | Description

Envelope If the condition supports matching on the Envelope component, select it to
match on the message metadata. The envelope contains the header, transport
information, and the subject if the message is an SMTP email.

If the condition does not support matching on the Envelope component,
this option is grayed out.

If the condition matches on the entire message, the Envelope is selected
and cannot be deselected, and the other components cannot be selected.
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Match on components (continued)

Component

Description

Subject

Certain detection conditions match on the Subject component for some
types of messages.

See “Detection messages and message components” on page 349.

For the detection conditions that support subject component matching, you
can match on the Subject for the following types of messages:

m SMTP (email) messages from Network Monitor or Network Prevent for
Email.

m NNTP messages from Network Monitor.

m Exchange email messages delivered by the Classification Server.
See the Enterprise Vault Data Classification Services Implementation
Guide.

To match on the Subject component, you must select (check) the Subject
component and uncheck (deselect) the Envelope component for the policy
rule. If you select both components, the system matches the subject twice
because the message subject is included in the envelope as part of the header.

Body

If the condition matches on the Body message component, select it to match
on the text or content of the message.

Attachment(s)

If the condition matches on the Attachment(s) message component, select
it to detect content in files sent by, downloaded with, or attached to the
message.

Adding an exception to a policy

Atthe Manage > Policies > Policy List > Configure Policy - Add Exception screen
you add one or more exception conditions to a policy. Policy exceptions are
executed before policy rules. If there is an exception match, the entire message

is discarded.

See “Exception conditions” on page 350.

Note: You can create exceptions for all policy conditions, except the EDM condition
Content Matches Exact Data From. In addition, Network Prevent for Web does
not support synchronized DGM exceptions.
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Adding an exception to a policy

To add an exception to a policy

1

Tabl

Add an exception to a policy.

To add a detection rule exception, select the Detection tab and click Add
Exception.

To add a group rule exception, select the Groups tab and click Add Exception.
Select the policy exception to implement.

The Add Detection Exception screen lists all available detection exceptions
that you can add to a policy.

The Add Group Exception screen lists all available group exceptions that
you can add to a policy.

See Table 17-8 on page 382.
If necessary, choose the profile, data identifier, or user group.
Click Next to configure the exception.

See “Configuring policy exceptions” on page 384.

el7-8 Selecting a policy exception

Exception

Prerequisite Description

Content

Content Matches Regular
Expression

See “About regular expression matching” on page 557.

Content Matches Keyword

See “About keyword matching” on page 549.

Content Matches Document
Signature

Indexed Document | See “Choosing an Indexed Document Profile” on page 366.
Profile

Content Matches Data Identifier | Data Identifier See “About Data Identifiers” on page 509.

See “Selecting system Data Identifier breadth” on page 530.

Detect using Vector Machine
Learning profile

VML Profile See “Configuring VML policy exceptions” on page 494.

See “Implementing Vector Machine Learning (VML)”
on page 481.

File Properties

Message Attachment or File Type See “About file type matching” on page 563.

Match
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Selecting a policy exception (continued)

Exception

Prerequisite

Description

Message Attachment or File Size
Match

See “About file size matching” on page 564.

Message Attachment or File
Name Match

See “About file name matching” on page 565.

Message/Email Properties and
Attributes

Enterprise Vault
integration

See “About implementing detection for Enterprise Vault
Classification” on page 627.

See the Enterprise Vault Data Classification Services
Implementation Guide.

Custom File Type Signature

Condition enabled

Custom script
added

See “About custom file type identification” on page 564.

Protocol and Endpoint

Network or Mobile Protocol

See “About protocol monitoring for network” on page 573.

See “About protocol monitoring for mobile” on page 574.

Endpoint Protocol, Destination,
Application

See “About endpoint protocol monitoring” on page 579.

Endpoint Device Class or ID

See “About endpoint device detection” on page 581.

Endpoint Location

See “About endpoint location detection” on page 581.

Group (identity)

Sender/User Matches Pattern

Recipient Matches Pattern

See “About described identity matching” on page 591.

Sender/User based on a Directory | User Group See “About synchronized Directory Group Matching (DGM)”

Server Group on page 599.

Recipient based on a Directory See “Creating or modifying a User Group” on page 601.

Server Group Note: Network Prevent for Web does not support this type
of exception. Use profiled DGM instead.

Sender/User based on a Directory | Exact Data Profile | See “About profiled Directory Group Matching (DGM)”

from:

Recipient based on a Directory
from:

on page 607.
See “Implementing profiled DGM” on page 608.
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Configuring policy exceptions

At the Manage > Policies > Policy List > Configure Policy - Edit Exception screen
you configure one or more conditions for a policy exception.

See Table 17-10 on page 385.

If an exception condition matches, the system discards the matched component
from the system. This component is no longer available for evaluation.

See “Exception conditions” on page 350.

Table 17-9 Configure policy exceptions
Step Action Description
Step 1 Add a new policy exception, or | See “Adding an exception to a policy” on page 381.
edit an existing exception. Select an existing policy exception to modify it.
Step 2 Name the exception, or edit an | Inthe General section, enter a unique name for the exception, or modify
existing name or description. the name of an existing exception.
Note: The exception name is limited to 60 characters.
Step 3 Select the components to apply | If the exception is content-based, you can match on the entire message
the exception to (if available). or on individual message components.
See “Detection messages and message components” on page 349.
Select one of the Apply Exception to options:
m Entire Message
This option applies the exception to the entire message.
m Matched Components Only
This option applies the exception to each message component you
select from the Match On options in the Conditions section of the
exception.
Step 4 Configure the exception In the Conditions section of the Configure Policy - Edit Exception
condition. screen, define the condition for the policy exception. The configuration
of a condition depends on the exception type.
See Table 17-10 on page 385.
Step 5 Add one or more additional You can add conditions until the exception is structured as desired.

conditions to the exception
(optional).

See “Configuring compound match conditions” on page 386.

To add another condition to an exception, select the condition from
the Also Match list.

Click Add and configure the condition.
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Table 17-9 Configure policy exceptions (continued)
Step Action Description
Step 6 Save and manage the policy. Click OK to complete the exception definition process.
Click Save to save the policy.
See “Manage and add policies” on page 389.
Table 17-10 lists the exception conditions that you can configure, with links to
configuration details.
Table 17-10 Policy exception conditions available for configuration
Exception Description
Content

Content Matches Regular Expression

See “Configuring the Content Matches Regular Expression condition”
on page 559.

Content Matches Keyword

See “Configuring the Content Matches Keyword condition” on page 552.

Content Matches Document Signature

See “Configuring the Content Matches Document Signature condition”
on page 468.

Content Matches Data Identifier

See “Configuring the Content Matches Data Identifier condition”
on page 528.

Detect using Vector Machine Learning
Profile

See “Configuring VML policy exceptions” on page 494.

File Properties

Message Attachment or File Type Match

See “Configuring the Message Attachment or File Type Match
condition” on page 567.

Message Attachment or File Size Match

See “Configuring the Message Attachment or File Size Match condition”
on page 568.

Message Attachment or File Name Match

See “Configuring the Message Attachment or File Name Match
condition” on page 569.

Email/MAPI Attributes

See “Configuring the Message/Email Properties and Attributes
condition” on page 630.

See the Enterprise Vault Data Classification Services Implementation
Guide.

Custom File Type Signature

See “Configuring the Custom File Type Signature condition” on page 570.
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Table 17-10

Policy exception conditions available for configuration (continued)

Exception

Description

Protocol and Endpoint

Network or Mobile Protocol

See “Configuring the Protocol Monitoring condition for network
detection” on page 575.

Endpoint Protocol or Destination

See “Configuring the Endpoint Monitoring condition” on page 582.

Endpoint Device Class or ID

See “Configuring the Endpoint Device Class or ID condition” on page 585.

Endpoint Location

See “Configuring the Endpoint Location condition” on page 584.

Group (identity)

Sender/User Matches Pattern

See “Configuring the Sender/User Matches Pattern condition”
on page 593.

Recipient Matches Pattern

See “Configuring the Recipient Matches Pattern condition” on page 595.

Sender/User based on a Directory Server
Group

See “Configuring the Sender/User based on a Directory Server Group
condition” on page 603.

Recipient based on a Directory Server Group

See “Configuring the Recipient based on a Directory Server Group
condition” on page 604.

Sender/User based on a Directory from an
EDM Profile

See “Configuring the Sender/User based on a Profiled Directory
condition” on page 610.

Recipient based on a Directory from and
EDM Profile

g

See “Configuring the Recipient based on a Profiled Directory condition”
on page 611.

Configuring compound match conditions

You can create compound match conditions for policy rules and exceptions.

See “Configuring compound match conditions” on page 386.

The detection engine connects compound conditions with an AND. All conditions
in the rule or exception must be met to trigger or except an incident.

See “Policy detection execution” on page 352.

You are not limited to the number of match conditions you can include in a rule
or exception. However, the multiple conditions you declare in a single rule or
exception should be logically associated. Do not mistake compound rules or
exceptions with multiple rules or exceptions in a policy.

See “Use compound conditions to improve match accuracy” on page 404.
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Table 17-11 Configure a compound policy rule or exception
Step Action Description
Step 1 Modify or configure an You can add one or more additional match conditions to a policy rule at the
existing policy rule or Configure Policy - Edit Rule screen.
exception. You can add one or more additional match conditions to a rule or exception
at the Configure Policy - Edit Rule or Configure Policy - Edit Exception
screen.
Step 2 Select an additional match | Select the additional match condition from the Also Match list.
condition. This list appears at the bottom of the Conditions section for an existing rule
or exception.
Step 3 Review the available The system lists all available additional conditions you can add to a policy
conditions. rule or exception.
See “Adding a rule to a policy” on page 372.
See “Adding an exception to a policy” on page 381.
Step 4 Add the additional Click Add to add the additional match condition to the policy rule or
condition. exception.
Once added, you can collapse and expand each condition in a rule or
exception.
Step 5 Configure the additional | See “Configuring policy rules” on page 374.
condition. See “Configuring policy exceptions” on page 384.
Step 6 Select the same or any If the condition supports component matching, specify where the data must
component to match. match to generate or except an incident.
Same Component - The matched data must exist in the same component
as the other condition(s) that also support component matching to trigger
a match.
Any Component - The matched data can exist in any component that you
have selected.
See “About cross-component matching for Data Identifiers” on page 517.
Step 6 Repeat this process to You can add as many conditions to a rule or exception as you need.
addlt}(?nal match All conditions in a single rule or exception must match to trigger an incident,
conditions to the rule or . .
. or to trigger the exception.
exception.
Step 7 Save the policy. Click OK to close the rule or exception configuration screen.

Click Save to save the policy configuration.
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Input character limits for policy configuration

When configuring a policy, consider the following input character limits for policy

configuration components.

Table 17-12

Input character limits for policy configuration

Configuration element

Input character limit

Name of a policy component, including:

Policy
Rule
Exception
Group
Condition

60 characters

Note: To import a policy as a template, the policy name
must be less than 60 characters, otherwise it does not
appear in the Imported Templates list.

Description of policy component.

255 characters

Name of Data Profile, including:

m Vector Machine Learning

Exact Data
Indexed Document

255 characters

Data Identifier pattern limits

100 characters per line

See “Character limits for Data Identifier patterns”
on page 539.
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This chapter includes the following topics:

m Manage and add policies

m Manage and add policy groups

m Creating and modifying policy groups

m Importing policy templates

m Exporting policy detection as a template

m Adding an automated response rule to a policy
m Removing policies and policy groups

m Troubleshooting policies

Manage and add policies

The Manage > Policies > Policy List screen is the home page for adding and
managing policies. You implement policies to detect and report data loss.

See “Workflow for implementing policies” on page 337.

Table 18-1 lists and describes the actions you can take at the Policy List screen.

Table 18-1 Policy List screen actions
Action Description
Add Policy Click Add Policy to create a new policy.
See “Adding a new policy or policy template” on page 369.
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Table 18-1 Policy List screen actions (continued)
Action Description
Modify Policy Click anywhere in the policy row to modify an existing policy.
See “Configuring policies” on page 370.
Activate Policy Click the red circle icon by the policy name to activate the policy.
Suspend Policy Click the green circle icon by the policy name.

Note: By default, all solution pack policies are activated on installation of the solution
pack.

Sort Policies

Click any column header to sort the policy list.

Remove Policy

Click the red X icon at the end of the policy row. On confirmation the system deletes
the policy.

Note: You cannot remove a policy that has active incidents.

See “Removing policies and policy groups” on page 395.

Export and Import Policy
Templates

See “Importing policy templates” on page 393.

See “Exporting policy detection as a template” on page 394.

Table 18-2 lists and describes the display fields at the Policy List screen.

Table 18-2 Policy List screen display fields
Column Description
Name View and sort by the name of the policy.
See “About Data Loss Prevention policies” on page 327.
Description View the description of the policy.
See “Policy templates” on page 330.
Policy Group View and sort by the policy group to which the policy is deployed.
See “Policy groups” on page 331.
Last Modified View and sort by the date the policy was last updated.
See “Policy authoring privileges” on page 334.
Misconfigured Policy The policy icon is a yellow caution sign.
See “Policy components” on page 329.
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Table 18-2 Policy List screen display fields (continued)
Column Description
Active Policy The policy icon is green. An active policy can detect incidents.
Suspended Policy The policy icon is red. A suspended policy is deployed but does not detect incidents.

Manage and add policy groups

The System > Servers > Policy Groups screen lists the configured policy groups
in the system.

From the Policy Groups screen you manage existing policy groups and add new

ones.

Table 18-3 Policy Groups screen actions
Action Description
Add Policy Group Click Add Policy Group to define a new policy group.

See “Policy groups” on page 331.

Modify Policy Group To modify an existing policy group, click the name of the group, or click the pencil icon
to the far right of the row.

See “Creating and modifying policy groups” on page 392.

Remove Policy Group Click the red X icon to the far right of the row to delete that policy group from the system.
A dialog box confirms the deletion.

Note: If you delete a policy group, you delete any policies that are assigned to that group.

See “Removing policies and policy groups” on page 395.

View policies in a group | To view the policies deployed to an existing policy group, navigate to the System >
Servers > Policy Groups > Configure Policy Group screen.

See “Creating and modifying policy groups” on page 392.

Table 18-4 Policy Groups screen display fields
Column Description
Name The name of the policy group.

Description The description of the policy group.
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Table 18-4 Policy Groups screen display fields (continued)

Column

Description

Available Servers

The detection server to which the policy group is deployed.

See “Policy deployment” on page 332.

Last Modified

The date the policy group was last modified.

Creating and modifying policy groups

At the System > Servers >Policy Groups screen you configure a new policy group
or modify an existing one.

See “Policy groups” on page 331.
To configure a policy group
1 Add anew policy group, or modify an existing one.
See “Manage and add policy groups” on page 391.
2 Enter the Name of the policy group, or modify an existing name.

Use an informative name. Policy authors and Enforce Server administrators
rely on the policy group name when they associate the policy group with
policies, roles, targets.

The name value is limited to 256 characters.

3 Enter a Description of the policy group, or modify an exiting description of
an existing policy group.

4  Select one or more Servers to assign the policy group to.

The system displays a check box for each detection server currently configured
and registered with the Enforce Server.

m Select (check) the All Servers option to assign the policy group to all
detection servers in your system. If you leave this checkbox unselected,
you can assign the policy group to individual servers.

The All Discover Servers entry is not configurable because the system
automatically assigns all policy groups to all Network Discover Servers.
This feature lets you assign policy groups to individual Discover targets.
See “Configuring the required fields for Network Discover targets”

on page 1123.

m Deselect (uncheck) the All Servers option to assign the policy group to
individual detection servers.
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The system displays a check box for each server currently configured and
registered with the Enforce Server.
Select each individual detection server to assign the policy group.

5 Click Save to save the policy group configuration.

Note: The Policies in this Group section of the Polices Group screen lists all the
policies in the policy group. You cannot edit these entries. When you create a new
policy group, this section is blank. After you deploy one or more policies to a policy
group (during policy configuration), the Policies in this Group section displays
each policy in the policy group.

See “Configuring policies” on page 370.

See “Policy deployment” on page 332.

Importing policy templates

You can import one or more policy templates to the Enforce Server. You must
have policy system privileges to import policy templates.

See “Policy import and export” on page 336.
See “Exporting policy detection as a template” on page 394.
To import one or more policy templates to the Enforce Server

1 Place one or more policy templates XML file(s) in the
\SymantecDLP\Protect\config\templates directory on the Enforce Server
host.

You can import multiple policies by placing them all in the templates directory.

2 Make sure that the directory and file(s) are readable by the "protect” system
user.

3 Logon to the Enforce Server Administration Console with policy authoring
privileges.

4 Navigate to Manage > Policies > Policy List and click Add Policy.
Choose the option Add a policy from a template and click Next.
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6 Scroll down to the bottom of the template list to the Imported Templates
section.

You should see an entry for each XML file you placed in the templates
directory.

7 Select the imported policy template and click Next to configure it.

See “Configuring policies” on page 370.

Exporting policy detection as a template

You can export policy detection rules and exceptions in a template (XML file). You
cannot export policy response rules. You can only export one policy template at
a time.

See “Policy import and export” on page 336.
To export a policy as a template

1 Logon to the Enforce Server administration console with administrator
privileges.

2 Navigate to the Manage > Policies > Policy List > Configure Policy screen
for the policy you want to export.

3 At the bottom of the Configure Policy screen, click the Export this policy as
a template link.

4  Save the policy to a local or network destination of your choice.

For example, the system exports a policy named Webmail to the policy
template file webmail.xml which you can save to your local drive.

See “Importing policy templates” on page 393.

Adding an automated response rule to a policy

You can add one or more automated response rules to a policy to take action when
that policy is violated.

See “About response rules” on page 802.

Note: Smart response rules are executed manually and are not deployed with
policies.
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To add an automated response rule to a policy

1
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Log on to the Enforce Server administration console with policy authoring
privileges.

See “Policy authoring privileges” on page 334.

Navigate to the Manage > Policies > Policy List > Configure Policy screen
for the policy you want to add a response rule to.

Select the response rule you want to add from those available in the drop-down
menu.

Policies and response rules are configured separately. To add a response rule
to a policy, the response rule must first be defined and saved independently.

See “Implementing response rules” on page 813.

Click Add Response Rule to add the response rule to the policy.
Repeat the process to add additional response rules to the policy.
Save the policy when you are done adding response rules.

Verify that the policy status is green after adding the response rule to the
policy.

See “Manage and add policies” on page 389.

Note: If the policy status is a yellow caution sign, the policy is misconfigured. The
system does not support certain pairings of detection rules and automated response
rule actions. See Table 73-2 on page 1321.

Removing policies and policy groups

Consider the following guidelines before you delete a policy or a policy group from
the Enforce Server.

395
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Table 18-5 Guidelines for removing policies and policy groups

Action Description Guideline

Remove a If you attempt to delete a policy that has | If you want to delete a policy, you must first delete all

policy associated incidents, the system does | incidents that are associated with that policy from the

not let you remove the policy. Enforce Server.

See “Manage and add policies” on page 389.
An alternative is to create an undeployed policy group (one
that is not assigned to any detection servers). This method
is useful to maintain legacy policies and incidents for
review without keeping these policies in a deployed policy
group.
See “Policy import and export” on page 336.

Remove a If you attempt to delete a policy group | Before you delete a policy group, remove any policies from

policy group | that contains one or more policies, the | that group by either deleting them or assigning them to

system displays an error message. And,
the policy group is not deleted.

different policy groups.
See “Manage and add policy groups” on page 391.

If you want to remove a policy group, create a maintenance
policy group and move the policies you want to remove to
the maintenance group.

See “Creating and modifying policy groups” on page 392.

See “About Data Loss Prevention policies” on page 327.

See “Policy groups” on page 331.

Troubleshooting policies

Table 18-6 lists log files to consult for troubleshooting policies.

Table 18-6 Log files for troubleshooting policies

Log file

Description

VontuMonitor.log

Logs when policies and profiles are sent from the Enforce Server to
detection servers and endpoint servers. Displays JRE errors.

See “Debug log files” on page 271.

detection operational.log

detection operational_ trace.log

Log the loading of policies and detection execution.

See “Operational log files” on page 268.
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Table 18-6 Log files for troubleshooting policies (continued)
Log file Description
FileReader.log Logs when an index file is loaded into memory. For EDM, look for the

line "loaded database profile." For IDM look for the line: "loaded
document profile."

See “Debug log files” on page 271.

Indexer.log Logs the operations of the Indexer process to generate EDM and IDM
indexes.

See “Debug log files” on page 271.

See “About log files” on page 267.

See “Log collection and configuration screen” on page 276.

See “Configuring server logging behavior” on page 276.

See “Collecting server logs and configuration files” on page 281.

See “Log files for troubleshooting VML training and policy detection” on page 499.
See “Advanced server settings” on page 215.

See “Advanced agent settings” on page 247.
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General policy authoring
considerations

This chapter includes the following topics:

m About policy authoring considerations

m Develop a policy strategy that supports your data security objectives
m Use a limited number of policies to get started

m Use policy templates but modify them to meet your requirements

m Use the appropriate match condition for your data loss prevention objectives
m Test and tune policies to improve match accuracy

m Start with high match thresholds to reduce false positives

m Use alimited number of exceptions to narrow detection scope

m Use compound conditions to improve match accuracy

m Author policies to limit the potential effect of two-tier detection

m Use policy groups to manage policy lifecycle

m Follow detection-specific considerations

About policy authoring considerations

This section provides general considerations for creating well-authored Data Loss
Prevention policies to detect confidential data. These considerations assume you
are familiar with policy authoring concepts and tasks.

See “About Data Loss Prevention policies” on page 327.
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See “Detecting data loss” on page 339.

Develop a policy strategy that supports your data
security objectives

The goal of detection is to achieve accurate results based on true policy matches.
Well-authored policies should accurately detect the data you want to protect with
minimal false positives. Through the use of well-defined policies that implement
the right type and combination of rules, conditions, and exceptions, you can
achieve accurate detection results and prevent the loss of the most critical data
in your enterprise

There are two general approaches to developing a data loss prevention policy
strategy:

m Information-driven - Identify sensitive data and author policies to prevent it
from being lost.

m Regulation-driven- Review government and industry regulations and author
policies to comply with them.

Table 19-1 describes these two approaches in more detail.

Table 19-1 Policy detection approaches

Approach

Description

Information-driven

With this approach you start by identifying specific data items and data combinations you
want to protect. Examples of such data may include fields profiled from a database, a list
of keywords, a set of users, or a combination of these elements. You then group similar
data items together and create policies to identify and protect them. This approach works
best when you have limited access to the data or no particular concerns about a given
regulation.

Regulation-driven

With this approach you begin with a policy template based on the regulations with which
you must comply. Examples of such templates may include HIPAA or FACTA. Also, begin
with alarge set of data (such as customer or employee data). Use the high-level requirements
stipulated by the regulations as the basis for this approach. Then, decide what sensitive
data items and documents in your enterprise meet these requirements. These data items
become the conditions for the detection rules and exceptions in your policies.

Use a limited number of policies to get started

The policy detection rules you implement are based on your organization's
information security objectives. The actions you take in response to policy



General policy authoring considerations | 401
Use policy templates but modify them to meet your requirements

violations are based on your organization's compliance requirements. In general
you should start small with policy detection. Enable one or two policy templates,
or a few simple conditions, such as keyword matching. Review the incidents each
policy detects. Tune the results before you implement response rules to take
action.

Generally it is better to have fewer policies that are configured to address specific
dataloss prevention objectives rather than many policies that attempt to address
all of your security requirements. Having too many policies can impact the
performance of the system and can lead to too many false positives.

See “Test and tune policies to improve match accuracy” on page 402.

Use policy templates but modify them to meet your
requirements

Policy templates provide an excellent starting point for authoring policies.
Symantec Data Loss Prevention provides 65 pre-built policy templates that contain
detection rules and conditions for many different types of use cases, including
regulatory compliance, data protection, security enforcement, and acceptable use
scenarios.

You should use the system-provided policy templates as starting points for your
policies. Doing so will save time and help you avoid errors and information gaps
in your policies since the detection methods are predefined. However, for most
situations you will want to modify the policy template and tailor it for your specific
environment. Deploying a policy template out-of-the-box without configuring it
for your environment is not recommended.

See “Creating a policy from a template” on page 355.

Use the appropriate match condition for your data
loss prevention objectives

To prevent data loss, it is necessary to accurately detect all types of confidential
data wherever that data is stored, copied, or transmitted. To meet your data
security objectives, you need to implement the appropriate detection methods
for the type of data you want to protect. The recommendation is to determine the
detection methods that work best for you, and tune the policies as necessary based
on the results of your detection testing.

Table 19-2 describes the primary use case for each type of policy match condition
provided by Data Loss Prevention.
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Table 19-2 Match conditions compared
Type of data you want to protect Condition Matching
Personally Identifiable Information (PII), such as | EDM Exact profiled data

SSNs, CCNs, and Driver's License numbers

Data Identifiers

Described, validated data patterns

Confidential documents, such as Microsoft Word, | IDM Exact file contents

PowerPoint, PDF, etc. Partial file contents (derivative)
VML Similar file contents

Confidential files and images, such as CAD IDM Exact file

drawings

File Properties

File context (type, name, size)

Words and phrases, such as "Confidential" or
"Proprietary"

Keywords

Exact words, phrases, proximity

Characters, strings, text

Regular Expressions

Described text

Network and endpoint communications

Protocol and Endpoint

Protocols, destinations, monitoring

Determined by the identity of the user, sender,
recipient

Synchronized DGM

Exact identity from LDAP server

Profiled DGM

Exact profiled identity

Sender/user, recipient

Described identity patterns

Describes a document, such as author, title, date,
etc.

Content-based conditions

File type metadata

Test and tune policies to improve match accuracy

When you create detection policies, there are two common detection problems to
avoid. If you create a policy that is too general or too broad, it generates incidents
when no real match has occurred (false positive). On the other hand, if a policy

has rules that are too specific or narrow about the data it detects, the policy may
miss some of the matches you intend to catch (false negatives). Table 19-3 describes
these common problems in more detail.

To reduce false positives and negatives, you need to tune your policies. The best
way to tune detection is to identify a single, specific use case that is a priority,
such as protecting source code for a particular product. You then create a single
policy—either from scratch or based on a template, depending on your DLP
strategy—containing one or two detection rules and test the policy to see how
many (quantity) and the types (quality) of incidents the policy generates. Based
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on these initial results, you adjust the detection rule(s) as needed. If the policy
generates more false positives than you want, make the detection rule(s) more
specific by fine-tuning the existing match conditions, adding additional match
conditions, and creating policy exceptions. If the policy does not detect some
incidents, make the detection condition(s) less specific.

As your policies mature, it is important to continuously test and tune them to
ensure ongoing accuracy.

See “Follow detection-specific considerations” on page 406.

Table 19-3 Common detection problems to avoid

Problem

Cause

Description

False positives

Policy rules too
general or broad

False positives create high costs in time and resources that are required to

investigate and resolve apparent incidents that are not actual incidents. Since
many organizations do not have the capacity to manage excess false positives,
it is important that your policies define contextual rules to improve accuracy.

For example, a policy is designed to protect customer names and generates an
incident for anything that contains a first and last name. Since most messages
contain a name—in many cases both first and last names—this policy is too broad
and general. Although it may catch all instances of customer names being sent
outside the network, this policy will return too many false positives by detecting
email messages that do not divulge protected information. First and last names
require a much greater understanding of context to determine if the data is
confidential

False
negatives

Policy rules too
tight or narrow

False negatives obscure gaps in security by allowing data loss, the potential for
financial losses, legal exposure, and damage to the reputation of an organization.
False negatives are especially dangerous because you do not know you have lost
sensitive data.

For example, a policy that contains a keyword match on the word "confidential"
but also contains a condition that excludes all Microsoft Word documents would
be too narrow and be suspect to false negatives because it would likely miss
detecting many actual incidents contained in such documents

See “Start with high match thresholds to reduce false positives” on page 404.

See “Use a limited number of exceptions to narrow detection scope” on page 404.

See “Use compound conditions to improve match accuracy” on page 404.
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Start with high match thresholds to reduce false

positives

For content-based detection rules, there is a configuration setting that lets you
"count all matches" but only report an incident after a threshold number of
matches has been reached. The general recommendation is to start with high
match thresholds for your content-based detection policies. As you tune your
policies you can reduce the match thresholds to be more precise.

See “Configuring match counting” on page 378.

Use a limited number of exceptions to narrow
detection scope

You can implement exception conditions for any detection rule, except EDM rules.
The limited use of exception conditions can help to reduce false positives by
narrowing the scope of policy detection. However, if you need to use several
exceptions in a single policy to achieve the desired detection results, reconsider
the design of the policy. Make sure the policy is well-defined and uses the proper
match conditions. Too many compound exceptions (10 or more) in a policy can
cause system performance issues.

Itisimportant to understand how exception conditions work so you can use them
properly. Exception conditions disqualify messages from creating incidents.
Exception conditions are checked first by the detection server before match
conditions. If the exception condition matches, the system immediately discards
the entire message or message component that met the exception. There is no
support for match-level exceptions. Once the message or message component is
discarded by meeting an exception, the data is no longer available for policy
evaluation.

See “Exception conditions” on page 350.

See “Use compound conditions to improve match accuracy” on page 404.

Use compound conditions to improve match accuracy

Compound conditions can help you improve the match accuracy of your policies.
Suppose you are concerned about Microsoft Word documents leaving the network.
Initially, you add a policy that uses an attachment type condition to catch all Word
files. You quickly discover that too many messages contain Word file attachments
that do not divulge protected information. When you examine the incidents more
closely, you realize that you are more concerned with Word files that contain the
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word CONFIDENTIAL. In this case you can convert the attachment type condition
to a compound rule by adding a keyword rule for the word CONFIDENTIAL. Such
a configuration would achieve more accurate detection results.

See “Compound conditions” on page 351.

Author policies to limit the potential effect of two-tier

detection

The Exact Data Matching (EDM), Indexed Document Matching (IDM), and most
Directory Group Matching (DGM) conditions require two-tier detection. For these
conditions, the DLP Agent must send the data to the Endpoint Server for
evaluation.

See “Two-tier detection for DLP Agents” on page 353.

On the endpoint the DLP Agent executes the least expensive rules first. If you are
deploying a policy to the endpoint that requires two-tier detection, you can author
the policy in such a way to limit the potential effect of two-tier detection.

Table 19-4 provides some considerations for authoring policies to limit the
potential effect of two-tier detection.

See “Detection messages and message components” on page 349.

Table 19-4 Policy configurations for two-tier detection rules
Two-tier match condition Policy configuration
Exact Data Matching (EDM) For EDM policies, consider including Data Identifier rules OR'd with EDM rules.

For example, for a policy that uses an EDM condition to match social security
numbers, you could add a second rule that uses the SSN Data Identifier condition.
The Data Identifier does not require two-tier detection and is evaluated locally
by the DLP Agent. If the DLP Agent is not connected to the Endpoint Server when
the DLP Agent receives the data, the DLP Agent can still perform SSN pattern
matching based on the Data Identifier condition.

See “Combine Data Identifiers with EDM rules to limit the impact of two-tier
detection” on page 441.

For example policy configurations, each of the policy templates that provide EDM
conditions also provide corresponding Data Identifier conditions.

See “Choosing an Exact Data Profile” on page 365.
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Table 19-4 Policy configurations for two-tier detection rules (continued)

Two-tier match condition Policy configuration

Indexed Document Matching For IDM policies that match file contents, consider using VML rules OR'd with
(IDM) IDM rules. VML rules do not require two-tier detection and are executed locally
by the DLP Agent. If you do not need to match file contents exactly, you may
want to use VML instead of IDM.

See “Use the appropriate match condition for your data loss prevention objectives”
on page 401.

If you are only concerned with file matching, not file contents, consider using
compound file property rules instead of IDM. File property rules do not require
two-tier detection.

See “Consider using compound file property rules to protect design and
multimedia files” on page 571.

Directory Group Matching (DGM) | For the synchronized DGM Recipient condition, consider including a Recipient
Matches Pattern condition OR'd with the DGM condition. The pattern condition
does not require two-tier detection and is evaluated locally by the DLP Agent.

See “About two-tier detection for synchronized DGM” on page 600.

Use policy groups to manage policy lifecycle

Use policy groups to test policies before using them in production. Create a test
policy group to which only you have access. Then, create policies and add them
to the test policy group. Review the incidents your test policies capture. After you
tune the policies and confirm that they capture the expected incidents, you can
rename the policy group and grant the appropriate roles access to it. You can also
use policy groups to manage legacy policies, as well as policies you want to import
or export.

See “Policy groups” on page 331.

See “Removing policies and policy groups” on page 395.

Follow detection-specific considerations

In additional to these general policy authoring considerations, you should be
aware of and keep in mind policy tuning considerations specific to each type of
match condition. Table 19-5 lists detection specific considerations, with links to
topics for more information.
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Table 19-5 Considerations for specific detection methods

Detection method

Description

EDM See “EDM policy considerations” on page 434.

IDM See “IDM policy considerations” on page 471.

VML See “VML policy considerations” on page 500.

Data Identifiers See “Data Identifier policy considerations” on page 543.
Keywords See “Keyword matching policy considerations” on page 555.

Regular Expressions

See “Regular expression matching considerations” on page 560.

File Properties

Protocols

See “Consider separate policies for specific protocols” on page 577.

Endpoint

See “Endpoint event policy considerations” on page 589.

Described Identities

See “Described identity matching policy considerations” on page 596.

Synchronized DGM See “Synchronized DGM policy considerations” on page 605.
Profiled DGM See “Profiled DGM policy considerations” on page 612.
Metadata Detection See “Considerations for implementing metadata detection” on page 621.
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Detecting content using
Exact Data Matching (EDM)

This chapter includes the following topics:
m About Exact Data Matching (EDM)
m Implementing Exact Data Matching (EDM)

m EDM policy considerations

About Exact Data Matching (EDM)

Exact Data Matching (EDM) is designed to protect your most sensitive content.
You can use EDM to detect personally identifiable information (PIT)—such as social
security numbers, bank account numbers, credit card numbers—confidential
customer and employee records, and other confidential data stored in a structured
data source, such as a database, directory server, or CSV file such as a spreadsheet.

Consider the following example. Your company maintains an employee database
that contains the following column fields:

m First Name
m Last Name
m SSN

m Date of Hire
m Salary

In a structured data format such as a database, each row represents one record,
with each record containing values for each column data field. In this example,
each row in the database contains information for one employee, and you can use
EDM to protect each record. You export the records to a data source file with each
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record on a separate line and each data item delimited by a comma, tab, or pipe
character. For example, one row in the data source file contains the following
comma-separated record: Bob, Smith, 123-45-6789,05/26/99, $42500.

You create an Exact Data Profile and index the data source file. When you configure
the profile, you map the data field columns to system-defined patterns and validate
the data. You then configure the EDM policy condition that references the Exact
Data Profile. In this example, the condition matches if a message contains all five
data fields. The detection server reports a match if it detects "Bob, Smith,
123-45-6789, 05/26/99, $42500" in any inbound message. But, a message
containing "Betty, Smith, 000-00-0000, 05/26/99, $42500" does not match because
that record is not in the profile. If you limited the condition to matching only the
Last Name, SSN and Salary column fields, the message "Robert, Smith,
123-45-6789, 05/29/99, $42500," is a match because it meets the criteria. But,
"Bob, Smith, 415-789-0000, 05/26/99, $42500" does not match because the value
for the SSN is not present in the profile.'

See “Implementing Exact Data Matching (EDM)” on page 415.

How EDM works

To implement EDM policies, you identify and prepare the data you want to protect.
You create an Exact Data Profile and index the structured data source using the
Enforce Server administration console, or remotely using the Remote EDM Indexer.
During the indexing process, the system fingerprints the data by accessing and
extracting the text-based content, normalizing it, and securing it using a
nonreversible hash. You can schedule indexing on a regular basis so the data is
current.

Once you have profiled the data, you configure the Content Matches Exact Data
condition to match individual pieces of the indexed data. For increased accuracy
you can configure the condition to match combinations of data fields from a
particular record. The EDM policy condition matches on data coming from the
same row or record of data. For example, you can configure the EDM policy
condition to look for any three of First Name, Last Name, SSN, Account Number,
or Phone Number occurring together in a message and corresponding to a record
from your customer database.

Once the policy is deployed to one or more detection servers, the system can detect
the data you have profiled in either structured or unstructured format. For
example, you could deploy the EDM policy to a Network Discover Server and scan
datarepositories for confidential data matching data records in the index. Or, you
could deploy the EDM policy to a Network Prevent for Email Server to detect
records in email communications and attachments, such as Microsoft Word files.



Detecting content using Exact Data Matching (EDM) | 411
About Exact Data Matching (EDM)

If the attachment is a spreadsheet, such as Microsoft Excel, the EDM policy can
detect the presence of confidential records there as well.

See “About Exact Data Matching (EDM)” on page 409.

About the Exact Data Profile

The Exact Data Profile is the user defined configuration you create to index the
data source and map the data. The index is a secure file (or set of files) that contains
hashes of the exact data values from each field in your data source, along with
information about those data values. The index does not contain the data values
themselves.

The index that is generated consists of one or more binary patasource. rdx files,
each with space to fit into random access memory (RAM) on the detection server(s).
For a large data source file, the system may break the data into several .rdx files.
By default, Symantec Data Loss Prevention stores index files in
\SymantecDLP\Protect\index (on Windows) or in /var/SymantecDLP/index
(on Linux) on the Enforce Server. When the policy is active, Symantec Data Loss
Prevention deploys the index to the detection server and the detection server
loads the index into RAM.

In production, the system converts input content into hashed data values using
the same algorithm it employs for indexes. It then compares data values from
input content to those in the appropriate .rdx files, identifying matches.

See “About creating and cleansing the exact data source file” on page 411.

See “EDM policy considerations” on page 434.

About creating and cleansing the exact data source file

The data source file is a flat file containing data in a standard delimited format
(pipe, comma, or tab) that has been extracted from a database, CSV file such as a
spreadsheet, or other structured data source, and cleansed for profiling. You
upload the data source file to the Enforce Server when you are defining the Exact
Data Profile.

The maximum number of columns that a single data source file can have is 32. If
the data source file has more than 32 columns, the Enforce Server administration
console produces an error message at the profile screen, and the data source file
is not indexed. There is no maximum number of rows, but the total number of
cells in a single data source file should not exceed 2.1 billion cells. If your data
source file is larger than this, split it into multiple files and profile each separately.

The data source file must contain at least one unique column field. Some examples
of unique column fields include social security number, drivers license number,
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and credit card number. See “Ensure data source has at least one column of unique
data” on page 435.

In addition, note the following recommendations for cleansing the data source
file:

m Remove incomplete and duplicate records.
See “Cleanse the data source file of blank columns and duplicate rows”
on page 435.

m Remove improper characters.
See “Remove ambiguous character types from the data source file” on page 436.

m Reduce fields with multiple words to single values for freeform text detection.
See “Avoid indexing multi-token cells to detect unstructured data” on page 436.

See “Preparing the exact data source file for indexing” on page 419.

About profile validation

Column headings in your data source are useful for visual reference. However,
they do not tell Symantec Data Loss Prevention what kind of data the columns
contain. To do this, you use the Field Mappings section of the Exact Data Profile
to specify mappings between fields in your data source. You can also use field
mappings to specify fields that the system recognizes in the system-provided
policy templates. The Field Mappings section also gives you advanced options
for specifying custom fields and validating the data in those fields.

See “Mapping Exact Data Profile fields” on page 426.

Consider the following example use of field mappings. Your company wants to
protect employee data, including employee social security numbers. You create
a Data Loss Prevention policy based on the Employee Data Protection template.
The policy requires an exact data index with fields for social security numbers
and other employee data. You prepare your data source and then create the Exact
Data Profile. To validate the data in the social security number field, you map
this column field in your index to the "Social Security Number" system field
pattern. The system will then validate all data in that field to ensure that each
data item is a social security number.

Using the system-defined field patterns to validate your data is critical to the
accuracy of your EDM policies. If there is no system-defined field pattern that
corresponds to one or more data fields in your index, you can define custom field
patterns to validate the data.

See “Mapping Exact Data Profile fields” on page 426.
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About index scheduling

After you have indexed an exact data source extract, its schema cannot be changed
because the index file is binary. If the data source changes, or the number of
columns or data mapping of the exact data source file changes, you must create
anew EDM index and update the policies that reference the changed data. In this
case you can schedule the indexing to keep the index in sync with the data source.

See “Implementing Exact Data Matching (EDM)” on page 415.

About remote indexing

Instead of creating a flat data source file and uploading it to the Enforce Server
for indexing, you can index your confidential data sources remotely and securely.
You do this by using the Remote EDM Indexer utility to create a cryptographic
index directly on the storage system before moving it to the Enforce Server

You use the Remote EDM Indexer in conjunction with the SQL Preindexer utility.
The SQL Preindexer connects directly to an Oracle database instance, processes
the database query, and then pipes the result to the Remote EDM Indexer, which
you can use to define the Exact Data Profile. Both utilities are available in directory
\SymantecDLP\Protect\bin on the Enforce Server host file system (Windows).

See “About using the Remote EDM Indexer” on page 314.

About the Content Matches Exact Data From condition

The Content Matches Exact Data From an Exact Data Profile condition is the
detection component you use to implement EDM policies. When you define this
condition, you select the EDM profile on which the condition is based. You also
select the rows you want to use in your condition, as well as any where clause
limitations.

Note: You cannot use the Content Matches Exact Data From an Exact Data Profile
condition as a policy exception. Data Loss Prevention does not support the use of
the EDM condition as a policy exception.

See “Configuring the Content Matches Exact Data condition” on page 429.

About Data Owner Exception

Although EDM does not support the explicit use of match exceptions in policies,
EDM does support criteria-based matching exceptions. This feature of EDM is
known as Data Owner Exception. Data owner exception lets you tag or authorize
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a specific field in an Exact Data Profile as the data owner. At runtime if the sender
or recipient of the data is authorized as a data owner, the condition does not
trigger a match and the data is allowed to be sent or received by the data owner

You implement data owner exception by including either the email address field
or domain address field in your Exact Data Profile. In the EDM policy condition,
you specify the field as either the sender or recipient data owner. An authorized
data owner, identified by his or her email address or a domain address, who is a
sender can send his or her own confidential information without triggering an
EDM match or incident. This means that the sender can send any information
that is contained in the row where his or her email address or domain is specified.
Authorized data owner recipients can be specified individually or all recipients
in the list can be allowed to receive the data without triggering a match.

As a policy author, data owner exception gives you the flexibility to allow data
owners to use their own data legitimately. For example, if data owner exception
is enabled, an employee can send an email containing his or her own confidential
information (such as an account number) without triggering a match or an incident.
Similarly, if data owner exception is configured for a recipient, the system does
not trigger an EDM match or incident if the data owner is receiving his or her own
information, such as someone outside the company is sending a email to the data
owner containing his or her account number.

If you have previously implemented data owner exceptions manually using
configuration files, you must reconfigure these exceptions using the Enforce
Server administration console.

About profiled Directory Group Matching (DGM)

Profiled Directory Group Matching (DGM) is a specialized implementation of EDM
that is used to detect the exact identity of a message user, sender, or recipient
that has been profiled from a directory server or database

See “About profiled Directory Group Matching (DGM)” on page 607.

To implement profiled DGM, your exact data source file must contain one or more
of the following fields:

m Email address

m [P address

m Windows user name

m IM name (AOL, Yahoo, MSN)

If you include the email address field in the DGM profile, the field will appear in
the Directory EDM drop-down list at the incident snapshot screen in the Enforce
Server administration console, which facilitates remediation.
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See “Creating the exact data source file for profiled DGM” on page 609.

About two-tier detection for EDM on the endpoint

The EDM index is server-based. If you deploy a policy containing an EDM condition
to the DLP Agent on the endpoint, the system uses two-tier detection to evaluate
data for matching. In this case the EDM detection condition is not evaluated locally
by the DLP Agent. Instead, the DLP Agent sends the data to the Endpoint Server
for evaluation against the index. If the endpoint is offline, the message cannot be
sent until the server is available, which can affect endpoint performance.

See “Two-tier detection for DLP Agents” on page 353.

To check if two-tier detection is being used, check the
\SymantecDLP\Protect\logs\debug\FileReader.logonthe Endpoint Serverto
see if any EDM indexes are being loaded. Look for the line "loaded database profile."

See “Troubleshooting policies” on page 396.

Implementing Exact Data Matching (EDM)

To implement EDM, you create the Exact Data Profile, index the data source, and
define one or more EDM detection conditions to match profiled data exactly.

See “About the Exact Data Profile” on page 411.

Table 20-1 Implementing Exact Data Matching

Step

Action

Description

Create the data source file. Export the source data from the database (or other data repository)

to a tabular text file.

If you want to except data owners from matching, you need to include
specific data items in the data source file.

See “About Data Owner Exception” on page 413.

If you want to match identities for profiled Directory Group Matching
(DGM), you need to include specific data items in the data source files.

See “Implementing profiled DGM” on page 608.

Prepare the data source file for | Remove irregularities from the data source file.

indexing.

See “Preparing the exact data source file for indexing” on page 419.
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Table 20-1

Implementing Exact Data Matching (continued)

Step

Action

Description

Upload the data source file to the
Enforce Server.

You can copy or upload the data source file to the Enforce Server, or
access it remotely.

See “Uploading exact data source files to the Enforce Server”
on page 420.

Create an Exact Data Profile.

An Exact Data Profile is required to implement Exact Data Matching
(EDM) policies. The Exact Data Profile specifies the data source, data
field types, and the indexing schedule.

See “Creating and modifying Exact Data Profiles” on page 422.

Map and validate the data fields.

You map the source data fields to system or custom data types that
the system validates. For example, a social security number data field
needs to be nine digits.

See “About profile validation” on page 412.

See “Mapping Exact Data Profile fields” on page 426.

Index the data source, or
schedule indexing.

See “About index scheduling” on page 413.
See “Scheduling Exact Data Profile indexing” on page 428.

Configure and tune one or more
EDM detection conditions.

See “Configuring the Content Matches Exact Data condition”
on page 429.

See “Configuring the Content Matches Exact Data condition”
on page 429.

Manage and add Exact Data Profiles

You manage and create Exact Data Profiles for EDM at the Manage > Data Profiles
> Exact Data screen. Once a profile has been created, the Exact Data screen lists
all Exact Data Profiles configured in the system.

See “About the Exact Data Profile” on page 411.

Table 20-2 Exact Data screen actions
Action Description
Add EDM profile Click Add Exact Data Profile to define a new Exact Data Profile.
See “Implementing Exact Data Matching (EDM)” on page 415.




Detecting content using Exact Data Matching (EDM)
Implementing Exact Data Matching (EDM)

Table 20-2 Exact Data screen actions (continued)
Action Description
Edit EDM profile To modify an existing Exact Data Profile, click the name of the profile, or click the pencil
icon at the far right of the profile row.
See “Creating and modifying Exact Data Profiles” on page 422.
Remove EDM profile | Click the red X icon at the far right of the profile row to delete the Exact Data Profile from
the system. A dialog box confirms the deletion.
Note: You cannot edit or remove a profile if another user currently modifies that profile, or
if a policy exists that depends on that profile.
Download EDM Click the download profile link to download and save the Exact Data Profile.
profile This is useful for archiving and sharing profiles across environments. The file is in the binary
*.edm format.
Refresh EDM profile | Click the refresh arrow icon at the upper right of the Exact Data screen to fetch the latest
status status of the indexing process.
If you are in the process of indexing, the system displays the message "Indexing is starting."
The system does not automatically refresh the screen when the indexing process completes.
Table 20-3 Exact Data screen details
Column Description
Exact Data Profile | The name of the exact data profile.

Last Active Version

The version of the exact data profile and the name of the detection server that runs the profile.

Status

The current status of the exact data profile, which can be any of the following:

Next scheduled indexing (if it is not currently indexing)
Sending an index to a detection server
Indexing

]
[ ]
[ ]
m Deploying to servers

In addition, the current status of the indexing process for each detection server, which can
be any of the following:

m Completed, including a completion date

Pending index completion (waiting for the Enforce Server to finish indexing the exact
data source file)

Replicating indexing

Creating index (internally)

Building caches

417
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Table 20-3 Exact Data screen details (continued)

Column

Description

Error messages

The Exact Data screen displays any error messages in red.

For example, if the Exact Data Profile is corrupt or does not exist, the system displays an
error message.

Creating the exact data source file

The first step in the EDM indexing process is to create the data source. A data
source is a flat file containing data in a standard delimited format.

If you plan to use a policy template, review it before creating the data source file
to see which data fields the policy uses. For relatively small data sources, include
as many suggested fields in your data source as possible. However, note that the
more fields you include, the more memory the resulting index requires. This
consideration is important if you have a large data source. When you create the
data profile, you can confirm how well the fields in your data source match against
the suggested fields for the template.

Table 20-4 Create the exact data source file

Step

Description

Export the data you want to protect from a database or other tabular data format, such as an Excel
spreadsheet, to a file. The data source file you create must be a tabular text file that contains rows
of data from the original source. Each row from the original source is included as a row in the data
source file. Delimit columns using a tab, a comma, or a pipe.

You must maintain all the structured data that you exported from the source database table or
table-like format in one data source file. You cannot split the data source across multiple files.

The data source file cannot exceed 2.1 billion cells. The size of a data source is otherwise limited
only by the available disk space of the Enforce Server host. If you plan to upload the data source
to the Enforce Server, browser capacity limits the data source size to 2 GB. For file sizes larger
than this size you can copy the file to the Enforce Server using FTP/S.

Include required data fields for specific EDM implementations:
m Data Owner Exception
See “About Data Owner Exception” on page 413.

m Directory Group Matching
See “Creating the exact data source file for profiled DGM” on page 609.

Prepare the data source file for indexing.

See “Preparing the exact data source file for indexing” on page 419.
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Preparing the exact data source file for indexing

Once you create the exact data source file, you must prepare it so that you can
efficiently index the data you want to protect.

When you index an exact data profile, the Enforce Server keeps track of empty
cells and any misplaced data which count as errors. For example, an error may
be a name that appears in a column for phone numbers. Errors can constitute a
certain percentage of the data in the profile (five percent, by default). If this default
error threshold is met, Symantec Data Loss Prevention stops indexing. It then
displays an error to warn you that your data may be unorganized or corrupt.
Symantec Data Loss Prevention checks for errors only if the data source has at
least a thousand rows.

To prepare the exact data source for efficient EDM indexing
1 Make sure that the data source file is formatted as follows:

m If the data source has more than 200,000 rows, verify that it has at least
two columns of data. One of the columns should contain reasonably distinct
values. For example, credit card numbers, driver’s license numbers, or
account numbers (as opposed to first and last names, which are relatively
generic).

m Verify that you have delimited the data source using commas, tabs, or
pipes (|). If the data source uses commas as delimiters, remove any
commas that do not serve as delimiters. For example, if a value in the
address column is 346 Guerrero St., Apt. 2, delete the comma after
Guerrero St.

Note: The pound sign (#), equals sign (=), plus sign (+), semicolon (;) and
colon (:) characters are also treated as separators.

m Verify that data values are not enclosed in quotes.

m Remove single-character and abbreviated data values from the data source.
(For example, remove the column name and all values for a column in
which the possible values are Y and N.) Optionally, remove any columns
that contain numeric values with less that five digits, as these can cause
false positives in production.

m Verify that numbers, such as credit card or social security, are delimited
internally by dashes, or spaces, or none at all. Make sure that you do not
use a data-field delimiter (for example, a comma) as an internal delimiter
in any such numbers; for example: 123-45-6789, or 123 45 6789, or
123456789, but not 123,45,6789.
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m Eliminate duplicate records, which can cause duplicate matches in
production.

m Eliminate spaces in data values by separating the data into two or more
fields. For example, the name Joe Brown, may appear in input content
with the middle name or initial; for example: Joe R Brown, Joe R. Brown,
or Joe Robert Brown. If the value Joe Brown appears in a single field in
your data source, Symantec Data Loss Prevention detects only the literal
string Joe Brown. It does not detect other variants of the name. To ensure
that the system detects name variants, divide the name into two fields: a
first-name field and a last-name field. You may also want to remove any
relatively unimportant text that is separated by a space. For example, for
a data value of Mary Jo, you may want to remove Jo entirely. In addition,
some data values with inherent spacing, such as San Francisco and New
York, may not be critical to your matching criteria, and therefore can be
left as they are.

m Eliminate duplicate records, which can cause duplicate incidents in
production.

m Donotindex common values. EDM works best with values that are unique.
You need to think about the data you want to index (and thus protect). Is
this data truly valuable? If the value is something common, it is not be
useful as an EDM value. For example, suppose you want to look for "states."
Since there are only 50 states, if your exact data profile has 300,000 rows,
the result is a lot of duplicates of common values. Symantec Data Loss
Prevention indexes all values in the exact data profile, regardless of if the
data is used in a policy or not. It is good practice to use values that are
less common and preferably unique to get the best results with EDM.

2 Onceyouhave prepared the exact data source file, proceed with the next step
in the EDM process: upload the exact data source file to the Enforce Server
for profiling the data you want to protect.

See “Uploading exact data source files to the Enforce Server” on page 420.

Uploading exact data source files to the Enforce Server

After you have prepared the data source file for indexing, load it to the Enforce
Server so the data source can be indexed.

Listed here are the three options you have for making the data source file available
to the Enforce Server. Consult with your database administrator to determine the
best method for your needs.
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To make the data source available to the Enforce Server

1

If you have a large data source file (over 50 MB), copy it to the "datafiles"
directory on the host where Enforce is installed.

m On Windows this directory is located at
\SymantecDLP\Protect\datafiles.

m On Linux this directory is located at /var/SymantecDLP/datafiles.

This option is convenient because it makes the data file available by reference
by a drop-down list during configuration of the Exact Data Profile. If it is a
large file, use a third-party solution (such as Secure FTP) to transfer the data
source file to the Enforce Server.

Note: Ensure that the Enforce user (usually called "protect") has modify
permissions (on Windows) or rw permissions (on Linux) for all files in the
"datafiles" directory.

If you have a smaller data source file (Iess than 50 MB), upload the data source
file to the Enforce Server using the Enforce Server administration console
(Web interface). When creating the Exact Data Profile, you can specify the
file path or browse to the directory and upload the data source file.

Note: Due to browser capacity limits, the maximum file size that you can
upload is 2 GB. However, uploading any file over 50 MB is not recommended
since files over this size can take a long time to upload. If your data source
file is over 50 MB, consider copying the data source file to the "datafiles"
directory using the first option.

421
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In some environments it may not be secure or feasible to copy or upload the
data source file to the Enforce Server. In this situation you can index the data
source remotely using the Remote EDM Indexer Utility.

See “About using the Remote EDM Indexer” on page 314.

This utility lets you index an exact data source on a computer other than the
Enforce Server host. This feature is useful when you do not want to copy the
data source file to the same machine as the Enforce Server. As an example,
consider a situation where the originating department wants to avoid the
security risk of copying the data to an extra-departmental host. In this case
you can use the Remote EDM Indexer.

See “Using the Remote EDM Indexer” on page 315.

Proceed with the next step in the EDM process: configuring the Exact Data
Profile and indexing the data source.

See “Creating and modifying Exact Data Profiles” on page 422.

Creating and modifying Exact Data Profiles

The Manage > Data Profiles > Exact Data > Add Exact Data Profile screen is the
home page for managing and adding Exact Data Profiles. An Exact Data Profile
isrequired to implement an instance of the Content Matches Exact Data detection
rule. An Exact Data Profile specifies the data source, the indexing parameters,
and the indexing schedule. Once you have created the EDM profile, you index the
data source and configure one or more detection rules to use the profile and detect
exact content matchesSee “Implementing Exact Data Matching (EDM)” on page 415.

Note: If you are using the Remote EDM Indexer to generate the Exact Data Profile,
refer to the following topic. See “Creating an EDM profile for remote indexing”
on page 317.

To create or modify an Exact Data Profile

1

Make sure that you have created the data source file.

See “Creating the exact data source file” on page 418.

Make sure that you have prepared the data source for indexing.

See “Preparing the exact data source file for indexing” on page 419.

Make sure the data source contains the email address field or domain field,
if you plan to use data owner exceptions.

See “About Data Owner Exception” on page 413.
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4 In the Enforce Server administration console, navigate to Manage > Data
Profiles > Exact Data.

Click Add Exact Data Profile.
Enter a unique, descriptive Name for the profile (limited to 256 characters).

For easy reference, choose a name that describes the data content and the
index type (for example, Employee Data EDM).

If you modify an existing Exact Data Profile you can change the profile name.

7  Select one of the following Data Source options to make the data source file
available to the Enforce Server:

m Upload Data Source to Server Now
If you are creating a new profile, click Browse and select the data source
file, or enter the full path to the data source file.
If you are modifying an existing profile, select Upload Now.
See “Uploading exact data source files to the Enforce Server” on page 420.

m Reference Data Source on Manager Host
If you copied the data source file to the "datafiles" directory on the Enforce
Server, it appears in the drop-down list for selection.
See “Uploading exact data source files to the Enforce Server” on page 420.

m Use This File Name
Select this option if you have not yet created the data source file but want
to configure EDM rule(s) using a placeholder data source. Enter the file
name of the data source you plan to create, including the Number of
Columns it is to have. When you do create the data source, you must copy
it to the "datafiles" directory.

Note: Use this option with caution. Be sure to remember to create the data
source file and copy it to the "datafiles" directory. Name the data source
file exactly the same as the name you enter here and include the exact
number of columns you specify here.

m Load Externally Generated Index
Select this option if you have created an index on a remote computer using
the Remote EDM Indexer. This option is only available after you have
defined and saved the profile.
See “Uploading exact data source files to the Enforce Server” on page 420.

8 Ifthe first row of your data source contains Column Names, select the "Read
first row as column names" check box.
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10

11

Specify the Error Threshold, which is the maximum percentage of rows that
contain errors before indexing stops.

A data source error is either an empty cell, a cell with the wrong type of data,
or extra cells in the data source. For example, a name in a column for phone
numbers is an error. If errors exceed a certain percentage of the overall data
source (by default, five percent), the system quits indexing and displays an
indexing error message. If you specify 100% as the error threshold, Symantec
Data Loss Prevention indexes the data source without checking for errors.

Note: Sometimes, a certain percentage of rows in a data set can contain errors.
However, more than a small percentage can indicate that the data source file
is corrupt, is in an incorrect format, or cannot be read. You can specify that
if a certain percentage of rows contains errors, indexing should stop. The
default setting is five percent.

See “Preparing the exact data source file for indexing” on page 419.

Select the Column Separator Char (delimiter) that you have used to separate
the values in the data source file. The delimiters you can use are tabs, commas,
or pipes.

Select one of the following encoding values for the content to analyze, which
must match the encoding of your data source:

m ISO-8859-1 (Latin-1) (default value)
Standard 8-bit encoding for Western European languages using the Latin
alphabet.

m UTF-8
Use this encoding for all languages that use the Unicode 4.0 standard (all
single- and double-byte characters), including those in East Asian
languages.

m UTF-16
Use this encoding for all languages that use the Unicode 4.0 standard (all
single- and double-byte characters), including those in East Asian
languages.

Note: Make sure that you select the correct encoding. The system does not
prevent you from creating an EDM profile using the wrong encoding. The
system only reports an error at runtime when the EDM policy attempts to
match inbound data. To make sure that you select the correct encoding, after
you clickNext, verify that the column names appear correctly. If the column
names do not look correct, you chose the wrong encoding.
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Click Next to go to the second Add Exact Data Profile screen.

The Field Mappings section displays the columns in the data source and the
field to which each column is mapped in the Exact Data Profile. Field mappings
in existing Exact Data Profiles are fixed and, therefore, are not editable.

See “About profile validation” on page 412.
See “Mapping Exact Data Profile fields” on page 426.

Confirm that the column names in your data source are accurately represented
in the Data Source Field column. If you selected the Column Names option,
the Data Source Field column lists the names in the first row of your data
source. If you did not select the Column Names option, the column lists Col
1, Col 2, and so on.

In the System Field column, select a field from the drop-down list for each
data source field. (This step is required if you use a policy template, or if you
want to check for errors in the data source.)

For example, for a data source field that is called
SOCIAL_SECURITY_NUMBER, select Social Security Number from the
corresponding drop-down list. The values in the System Field drop-down
lists include all suggested fields for all policy templates.

Optionally, specify and name any custom fields (that is, the fields that are
not pre-populated in the System Field drop-down lists). To do so, perform
these steps in the following order:

m Click Advanced View to the right of the Field Mappings heading. This
screen displays two additional columns (Custom Name and Type).

m To add a custom system field name, go to the appropriate System Field
drop-down list. Select Custom, and type the name in the corresponding
Custom Name text field.

m To specify a pattern type (for purposes of error checking), go to the
appropriate Type drop-down list and select the wanted pattern. (To see
descriptions of all available pattern types, click Description at the top of
the column.)

Check your field mappings against the suggested fields for the policy template
you plan to use. To do so, go to the Check Mappings Against drop-down list,
select a template, and click Check now on the right.

The system displays a list of all template fields that you have not mapped.
You can go back and map these fields now. Alternatively, you may want to
expand your data source to include as many expected fields as possible, and
then re-create the exact data profile. Symantec recommends that you include
as many expected data fields as possible.

425
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17 In the Indexing section of the screen, select one of the following options:

m Submit Indexing Job on Save
Select this option to begin indexing the data source when you save the
exact data profile.

m Submit Indexing Job on Schedule
Select this option to index the data source according to a specific schedule.
Make a selection from the Schedule drop-down list and specify days, dates,
and times as required.
See “About index scheduling” on page 413.
See “Scheduling Exact Data Profile indexing” on page 428.

18 Click Finish.

After Symantec Data Loss Prevention finishes indexing, it deletes the original
data source from the Enforce Server. After you index a data source, you cannot
change its schema. If you change column mappings for a data source after
you index it, you must create a new exact data profile.

After the indexing process is complete you can create new EDM rules for your
policies that reference the Exact Data Profile you have created.

See “Configuring the Content Matches Exact Data condition” on page 429.

Mapping Exact Data Profile fields

After you have added and configured the data source file and settings, the Manage
> Data Profiles > Exact Data > Add Exact Data Profile screen lets you map the
fields from the data source file to the Exact Data Profile you are configuring.

To enable error checking on a field in a data source or to use the index with a
policy template that uses a system field, you must map the field in the data source
to the system field. The Field Mappings section lets you map the columns in the
original data source to system fields in the Exact Data Profile.

Table 20-5 Field mapping options
Field Description
Data Source Field If you selected the Column Names option at the Add Exact Data Profile screen, this column

lists the values that are found in the first row from the data source. If you did not select this
option, this column lists the columns by generic names (such as Col 1, Col 2, and so on).

Note: If you are implementing data owner exception, you must map either or both the email
address and domain fields.

See “Configuring the Content Matches Exact Data condition” on page 429.
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Table 20-5 Field mapping options (continued)

Field

Description

System Field

Select the system field for each column.
A system field value (except None Selected) cannot be mapped to more than one column.

Some system fields have system patterns associated with them (such as social security
number) and some do not (such as last name).

Note: The system does not recognize the pattern XXX-XXX-XXXX as a valid phone number
format because this format is frequently used in other forms of identification. If your data
source contains a column of phone numbers in that format, select None Selected to avoid
confusion between phone numbers and other data.

Check mappings
against policy
template

Select a policy template from the drop-down list to compare the field mappings against and
then click Check now.

All policy templates that implement EDM appear in the drop-down menu, including any you
have imported.

See “Choosing an Exact Data Profile” on page 365.

If you plan to use more than one policy template, select one and check it, and then select
another and check it, and so on.

If there are any fields in the policy template for which no data exists in the data source, a
message appears listing the missing fields. You can save the profile anyway or use a different
Exact Data Profile.

Advanced View

If you want to customize the schema for the exact data profile, click Advanced View to
display the advanced field mapping options.

Table 20-6 lists and describes the additional columns you can specify in the Advanced view
screen.

Indexing

Select one of the indexing options.

See “Scheduling Exact Data Profile indexing” on page 428.

Finish

Click Finish when you are done configuring the Exact Data Profile.

From the Advanced View you map the system and data source fields to system
patterns. System patterns map the specified structure to the data in the Exact
Data Profile and enable efficient error checking and hints for the indexer.

Table 20-6 Advanced View options

Field

Description

Custom Name

If you select Custom Name for a System Field, enter a unique name for it and then select a
value for Type. The name is limited to 60 characters.

427
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Table 20-6 Advanced View options (continued)

Field Description

Type If you select a value other than Custom for a System Field, some data types automatically
select a value for Type. For example, if you select Birth Date for the System Field, Date is
automatically selected as the Type. You can accept it or change it.
Some data types do not automatically select a value for Type. For example, if you select
Account Number for the System Field, the Type remains unselected. You can specify the
data type of your particular account numbers.

Description Click the link (description) beside the Type column header to display a pop-up window

containing the available system data types.

Simple View

Click Simple View to return to the Simple View (with the Custom Name and Type columns
hidden).

See “Creating and modifying Exact Data Profiles” on page 422.

Scheduling Exact Data Profile indexing

When you configure an Exact Data Profile, you can set a schedule for indexing
the data source (Submit Indexing on Job Schedule).

See “About index scheduling” on page 413.
Before you set up a schedule, consider the following recommendations:

m If you update your data sources occasionally (for example, less than once a
month), there is no need to create a schedule. Index the data each time you
update the data source.

m Schedule indexing for times of minimal system use. Indexing affects
performance throughout the Symantec Data Loss Prevention system, and large
data sources can take time to index.

m Index adatasource as soon as you add or modify the corresponding exact data
profile, and re-index the data source whenever you update it. For example,
consider a scenario whereby every Wednesday at 2:00 A.M. you update the
data source. In this case you should schedule indexing every Wednesday at
3:00 A.M. Do not index data sources daily as this can degrade performance.

m  Monitor results and modify your indexing schedule accordingly. If performance
is good and you want more timely updates, for example, schedule more frequent
data updates and indexing.

The Indexing section lets you index the Exact Data Profile as soon as you save it
(recommended) or on a regular schedule as follows:
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Table 20-7 Scheduling indexing for Exact Data Profiles

Parameter

Description

Submit Indexing
Job on Save

Select this option to index the Exact Data Profile when you click Save.

Submit Indexing
Job on Schedule

Select this option to schedule an indexing job. The default option is No Regular Schedule. If you
want to index according to a schedule, select a desired schedule period, as described.

Index Once

On - Enter the date to index the document profile in the format MM/DD/YY. You can also click
the date widget and select a date.

At - Select the hour to start indexing.

Index Daily

At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.

Index Weekly

Day of the week - Select the day(s) to index the document profile.
At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.

Index Monthly

Day - Enter the number of the day of each month you want the indexing to occur. The number
must be 1 through 28.

At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY when the indexing should
stop. You can also click the date widget and select a date.

See “Mapping Exact Data Profile fields” on page 426.
See “Creating and modifying Exact Data Profiles” on page 422.

Configuring the Content Matches Exact Data condition

Once you have defined the Exact Data Profile and indexed the data source, you
configure one or more Content Matches Exact Data conditions in policy detection
rules

See “About the Content Matches Exact Data From condition” on page 413.
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Table 20-8 Configure the Content Matches Exact Data condition
Steps | Action Description
1 Configure an EDM Create a new EDM detection rule in a policy, or modify an existing EDM rule.

policy detection rule.

See “Configuring policies” on page 370.

See “Configuring policy rules” on page 374.

Match Data Rows when All of these match

2 Select the fields to The first thing you do when configuring the EDM condition is select each data field
match. that you want the condition to match. You can select all or deselect all fields at

once. The system displays all the fields or columns that were included in the index.
You do not have to select all the fields, but you should select at least 2 or 3, one of
which must be unique, such as social security number, credit card number, etc.
See “EDM policy considerations” on page 434.

3 Choose the number of | Choose the number of selected the fields to match from the drop down menu. This
selected fields to number represents the number of fields of those selected that must be present in a
match. message to trigger a match. You must select at least as many fields to match as the

number of data fields you check. For example, if you choose 2 of the selected fields
from the drop-down menu, you must have checked at least two fields present in a
message for detection.
See “Ensure data source has at least one column of unique data” on page 435.

4 Select the Where The WHERE clause option matches on the specified field value. You specify a WHERE

clause to enter specific
field values to match
(optional).

clause value by selecting an exact data field from the drop-down menu and by
entering a value for that field in the adjacent text box. If you enter more than one
value, separate the values with commas.

See “Use a where clause to detect records that meet specific criteria” on page 441.

For example, consider an Exact Data Profile for "Employees" with a "State" field
containing state abbreviations. In this example, to implement the WHERE clause,
you select (check) WHERE, choose "State" from the drop-down list, and enter CA,NV
in the text box. This where clause then limits the detection server to matching
messages that contain either CA or NV as the value for the State field.

Note: You cannot specify a field for WHERE that is the same as one of the selected
matched fields.

Ignore Data Rows when Any of these match
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Table 20-8 Configure the Content Matches Exact Data condition (continued)
Steps | Action Description
5 Ignore data owners To except data owners from detection, you must include in your Exact Data Profile

(optional).

either an email address field or a domain address field (for example, symantec.com).
Once enabled, if the sender or recipient of confidential information is the data owner
(by email address or domain), the detection server allows the data to be sent or
received without generating an incident

See “About Data Owner Exception” on page 413.
If you are implementing data owner exception, select one of the options:

m Sender matches — Select this option to EXCLUDE the data sender from detection.

m Anyor All Recipient matches — Select one of these options to EXCLUDE any or
all data recipient(s) from detection.

Exclude data field
combinations
(optional).

You can use the exclude data field combinations to specify combinations of data
values that are exempted from detection. If the data appears in exempted pairs or
groups, it does not cause a match. Excluded combinations are only available when
matching 2 or 3 fields. To enable this option, you must select 2 or 3 fields to match
from the _ of the selected fields drop-down menu at the top of the condition
configuration.

See “Leverage exception tuples to avoid false positives” on page 440.

To implement excluded combinations, select an option from each Field N column
that appears. Then click the right arrow icon to add the field combination to the
Excluded Combinations list. To remove a field from the list, select it and click the
left arrow icon.

Note: Hold down the Ctrl key to select more than one field in the right-most column.

Additional match condition p.

arameters

7

Select an incident
minimum.

Enter or modify the minimum number of matches required for the condition to
report an incident.

For example, consider a scenario where you specify 1 of the selected fields for a
social security number field and an incident minimum of 5. In this situation the
engine must detect at least five matching social security numbers in a single message
to trigger an incident.

See “Configuring exact data match counting” on page 434.
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Table 20-8 Configure the Content Matches Exact Data condition (continued)
Steps | Action Description
8 Select components to | Select one or more message components to match on:
match on. m Envelope - The header of the message.
m Subject - (Not available for EDM.)
m Body - The content of the message.
m Attachments - The content of any files attached to or transported by the
message.
See “Selecting components to match on” on page 380.
9 Select one or more Select this option to create a compound condition. All conditions must match for
conditions to also the rule to trigger an incident.
match. You can Add any available condition from the list.
See “Configuring compound match conditions” on page 386.
10 Test and troubleshoot | See “Test and tune policies to improve match accuracy” on page 402.
the policy. See “Troubleshooting policies” on page 396.

Implementing Data Owner Exception

To implement data owner exception and ignore data owners from detection, you
must explicitly include each user's email address or domain address in the Exact
Data Profile. Each expected domain (for example, symantec.com) must be explicitly
added to the Exact Data Profile. The system does not automatically match on
subdomains (for example, fileconnect.symantec.com). Each subdomain must be
explicitly added to the Exact Data Profile.

To implement the data owner exception feature, you must include either or both
of the following fields in your data source file:

m Email address

m Domain address

Note: When you configure the EDM condition, you cannot select a value for Ignore
Sender/Recipient that is the same as one of the matched fields.

See “About Data Owner Exception” on page 413.
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Advanced server settings for EDM policies

EDM has various advanced settings available at the System > Servers > Overview
> Server Detail for the chosen detection server. Use caution when modifying
these settings on a server. It is recommended that you check with Symantec Data
Loss Prevention Support before changing any of the settings on this screen.
Changes to these settings normally do not take effect until after the server has
been restarted.

See “Advanced server settings” on page 215.

Table 20-9 Advanced settings for EDM
EDM parameter Default | Description
EDM.MatchCountVariant 3 This setting specifies how matches are counted.

m 1-Counts the number of matched database rows regardless
of use of the same tokens across several matches

m 2-Eliminates matches that consist of identical sets of tokens

m 3-Eliminates matches that consist of a subset of tokens from
some other match (the default)

See “Configuring exact data match counting” on page 434.

EDM.MaximumNumberOfMatchesToReturn | 100 Defines a top limit on the number of matches returned from
each RAM index search. For multi-file indices, this limit is
applied to each sub-index search independently before the search
results are combined. As a result the number of actual matches
can exceed this limit for multiple file indices.

EDM.RunProximityLogic true If true (default), this setting runs the token proximity check.
The free-form text proximity is defined by the setting
EDM.SimpleTextProximityRadius. The tabular text
proximity is defined by belonging to the same table row.

Note: Disabling proximity is not recommended because it can
negatively impact the performance of the system.

EDM.SimpleTextProximityRadius 35 For space-based languages, this value is the number of tokens
(words) to the left and to the right of the current token that are
evaluated together when the proximity check is enabled. For
non-space based languages, including Chinese, Japanese, and
Korean, the proximity check is 35 characters.

EDM.VerifyJohnJohnCases true Specifies whether to consider matches where more than one
database column has the same value. For example, the first name
is John and the last name is John. This verification incurs a slight
performance penalty.
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Configuring exact data match counting

The default value for the advanced server setting EDM.MatchCountVariant
eliminates matches that consist of a subset of tokens from some other match.
Rarely is there a need to change the default value, but if necessary you can
configure how EDM matches are counted.

See “Advanced server settings” on page 215.

As an example, consider a database profile with the following three records:
m Kathy, Stevens, 123-45-6789, 1111-1111-1111-1111

m Kathy, Stevens, 123-45-6789, 2222-2222-2222-2222

m Kathy, Stevens, 123-45-6789, 3333-3333-3333-3333

If the policy rule is set up to match any 3 of 4 and someone sends a message with
the following line:

m Kathy, Stevens, 123-45-6789

The matches are counted as follows:

m EDM.MatchCountVariant=1: 3 (number of database profile records matched)
m EDM.MatchCountVariant=2: 1 (number of unique token sets matched)

m EDM.MatchCountVariant=3: 1 (number of inclusive token sets matched)

If someone sends a message with the following 2 lines:

m Kathy, Stevens, 123-45-6789, 1111-1111-1111-1111

m Kathy, Stevens, 123-45-6789

The matches will be counted as follows:

m EDM.MatchCountVariant=1: 3 (number of database profile records matched)
m EDM.MatchCountVariant=2: 2 (number of unique token sets matched)

m EDM.MatchCountVariant=3: 1 (number of inclusive token sets matched, the
first token set includes the second one).

EDM policy considerations

EDM is the most accurate form of detection. It is also the most complex to set up
and maintain. To ensure that your EDM policies are as accurate as possible,
consider the recommendations in this section when you are implementing your
EDM profiles and policies.
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Ensure data source has at least one column of unique data

EDM is designed to detect combinations of data fields that are globally unique.
At a minimum, your EDM index must include at least one column of data that
contains a unique value for each record in the row. Column data such as account
number, social security number, and credit card number are inherently unique,
whereas state or zip code are not unique, nor are names. If you do not include at
least one column of unique data in your index, your EDM profile will not accurately
detect the data you want to protect

Table 20-10 describes the various types of unique data to include in your EDM
indexes, as well as fields that are not unique. You can include the non-unique
fields in your EDM indexes as long as you have at least one column field that is
unique.

Table 20-10 Examples of unique data for EDM policies
Unique data for EDM Non-unique data
The following data fields are usually unique: The following data fields are not unique:
B Account number m First name
m Bank Card number m Last name
m Phone number m City
m Email address m State
m Social security number m Zip code
m Tax ID number m Password
m Drivers license number m PIN number
m Employee number
m Insurance number

Cleanse the data source file of blank columns and duplicate rows

The data source file should be as clean as possible before you create the EDM
index, otherwise the resulting profile will create false positives.

When you create the data source file, you should avoid including empty cells or

blank columns. Blank columns or fields count as “errors” when you generate the
EDM profile. A data source error is either an empty cell or a cell with the wrong

type of data (a name appearing in a phone number column). If the errors exceed
the error threshold percentage for the profile (by default, five percent), the system
stops indexing and displays an indexing error message.

The recommendation is to remove blank columns and empty cells from the data
source file, rather than increasing the error threshold. Keep in mind that if you
have a lot of empty cells, it may require a 100% error threshold for the system to
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create the profile. If you specify 100% as the error threshold, the system indexes
the data source without checking for errors.

Remove ambiguous character types from the data source file

You cannot have extraneous spaces, punctuation, and inconsistently populated
fields in the data source file. You can use tools such as Stream Editor (sed) and
AWK to remove these items from you data source file or files before indexing
them.

Table 20-11 Characters to avoid in the data source file

Characters to avoid

Explanation

Single characters

Single character fields should be eliminated from the data source file. These are
more likely to cause false positives, since a single character is going to appear
frequently in normal communications.

Abbreviations Abbreviated fields should be eliminated from the data source file for the same
reason as single characters.
Quotes Text fields should not be enclosed in quotes.

Small numbers

Indexing numeric fields that contain less than 5 digits is not recommended because
it will likely yield many false positives.

Dates

Date fields are also not recommended. Dates are treated like a string, so if you are
indexing a date, such as 12/6/2007, the string will have to match exactly. The
indexer will only match 12/6/2007, and not any other date formats, such as Dec 6,
2007, 12-6-2007, or 6 Dec 2007. It must be an exact match.

Avoid indexing multi-token cells to detect unstructured data

The EDM policy condition matches on unstructured and structured data that is
present in the index. Unstructured data is freeform text, such as an email
communication or Word file. Structured data is a tabular-formatted document,
such as an Excel spreadsheet or CSV file.

To detect unstructured or freeform text, the recommendation is to avoid the use
of multi-token cells in the data source file and index. If a value of a column field
contains a space (such as "Mary Jo", "Von Batten", or "Joe Brown"), you remove
the space before indexing. For example, change "Mary Jo" to "Mary" and "Von
Batten" to "Batten," or create separate columns. Not following this recommendation
decreases accuracy and increases the likelihood of false negatives.

When creating an index, the system will index a value such as “Joe Brown” as one
multi-word token. The processor will then look to match the whole string "Joe
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Brown.” On the detection side, if a message or file contains “Joe Brown” in freeform
content, it is broken into two tokens, "Joe" and "Brown." The EDM token "Joe
Brown" does not match "Joe" or "Brown" in any unstructured message or document,
so it is not matched, resulting in a false negative.

An EDM rule performs a full-text search against the message, checking each word
(except those that are excluded by way of the columns you choose to match in the
policy) for potential matches. The matching algorithm compares each individual
word in the message with the contents of each cell in the data profile. If a cell in
the data profile contains multiple words, that cell can never match a word in a
message. This behavior is because the matching algorithm cannot match individual
words to a group of words.

The exception to this recommendation is inbound structured data that triggers
a tabular search. For example, when the message is decomposed, it might have
certain comma- or pipe-separated data or be contained in an Excel spreadsheet
as an attachment to an email message. In this case, each piece of data is
individually tested against the data profile, even if the cell contains multiple
words. In this case, the term "Joe Brown" in an Excel spreadsheet or CSV file
attached to the message would be matched against the "Joe Brown" token

Use the pipe delimiter to ensure accurate column separation

Of the three types of column delimiters that you can choose from for the data
source file (pipe, comma, and tab), the pipe delimiter is recommended. If you use
a comma as the delimiter, make sure there are no commas in the data set other
than those used as column delimiters. Note that address fields commonly contain
extraneous commas that must be removed.

Map data source column to system fields to leverage validation

When you create the Exact Data Profile, you can validate how well the fields in
your data source match against system-defined patterns for that field. For example,
if you map a field to the credit card system pattern, the system will validate that
the data matches the credit card system pattern. If it does not, the system will
create an error for every record that contains an invalid credit card number.
Mapping data source fields in your index to system-defined field patterns helps
you ensure that the fields in your index meet the data type criteria.

If there is no corresponding system field to map to a data source column, consider
creating a custom field to map data source column data. You can use the
description field to annotate both system and custom fields.

Symantec Data Loss Prevention provides several policy templates that implement
EDM rules. The general recommendation is to use policy templates whenever
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possible when implementing EDM. If you do use a policy template for EDM, you
should validate the index against the template when you configure the Exact Data
Profile.

Include column headers as the first row of the data source file

When you extract the source data to the data source file, you should include the
column headers as the first row in the data source file. Including the column
headers will make it easier for you to identify the data you want to use in your
policies.

The column names reflect the column mappings that were created when the exact
data profile was added. If there is an unmapped column, it is called Col X, where
X is the column number (starting with 1) in the original data profile.

If the Exact Data Profile is to be used for DGM, the file must have a column with
a heading of email, or the DGM will not appear in the Directory EDM drop-down
list (at the remediation page).

Check the system alerts to tune profile accuracy

You should always review the system alerts after creating the Exact Data Profile.
The system alerts provide very specific information about problems encountered
when creating the profile, such as a SSN in an address field, which will impact
accuracy.

Use stopwords to exclude common words from causing false positives

The EDM indexing process ignores words found in the stopwords file. Stopwords
are common words that you exclude from indexing. For example, common last
name prefixes (such as Van Buren) can be added to the stopwords file to reduce
false positives.

Adjust the stopwords file by adding new words to the file. Stopword files are
located at the system directory \SymantecDLP\Protect\config\stopwords. By
default the system uses the stopwords_en.txt file, which is the English language
version. Other language stopword files are also located in this same directory.
You can change the default stopword language file by updating the
Lexer.StopwordLanguages property in the Advanced Server Settings screen of
the Enforce Server.

See “Advanced server settings for EDM policies” on page 433.
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Use scheduled indexing to automate profile updates

When you configure an Exact Data Profile, you can set a schedule for indexing
the data source.

Before you set up an index schedule, consider the following:

m If you update your data sources occasionally (for example, less than once a
month), generally there is no need to create a schedule. Index the data each
time you update the data source.

m Schedule indexing for times of minimal system use. Indexing affects
performance throughout the Symantec Data Loss Prevention system, and large
data sources can take time to index.

m Index adatasource as soon as you add or modify the corresponding exact data
profile, and re-index the data source whenever you update it. For example,
consider a scenario whereby every Wednesday at 2:00 A.M. you update the
data source. In this case you should schedule indexing every Wednesday at
3:00 A.M. Do not index data sources daily as this can degrade performance.

m  Monitor results and modify your indexing schedule accordingly. If performance
is good and you want more timely updates, for example, schedule more frequent
data updates and indexing.

Match on 3 columnsinan EDM condition to increase detection accuracy

In a structured data format such as a database, each row represents one record,
with each record containing related values for each column data field. Thus, for
an EDM policy rule condition to match, all the data must come from the same row
or record of data. When you define an EDM rule, you must select the fields that
must be present to be a match. Although there is no limit to the number of columns
you can select to match in a row (up to the total number of columns in the index,
which is a maximum of 32), it is recommended that you match on at least 2 or 3
columns, one of which must be unique. Generally matching on 3 fields is preferred,
but if one of the columns contains a unique value such as SSN or Credit Card
number, 2 columns may be used.

Consider the following example. You want to create an EDM policy condition based
on an Exact Data Profile that contains the following 5 columns of indexed data:

m First Name

m Last Name

m Social Security Number (SSN)
m Phone Number

m Email Address
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If you select all 5 columns to be included in the policy, consider the possible results
based on the number of fields you require for each match.

If you choose "1 of the selected fields" to match, the policy will undoubtedly
generate a large number of false positives because the record will not be unique
enough. (Even if the condition only matches the SSN field, there may still be false
positives because there are other types of nine-digit numbers that may trigger a
match.)

If you choose "2 of the selected fields" to match, the policy will still produce false
positives because there are potential worthless combinations of data: First Name
+ Last Name, Phone Number + Email Address, or First Name + Phone Number.

If you choose to match on 4 or all 5 of the column fields, you will not be able to
exclude certain data field combinations because that option is only available for
matches on 2 or 3 fields.

See “Leverage exception tuples to avoid false positives” on page 440.

In this example, to ensure that you generate the most accurate match, the
recommendation is that you choose "3 of the selected fields to match." In this way
you can reduce the number of false positives while using one or more exceptions
to exclude the combinations that do not present a concern, such as First Name +
Last Name + Phone Number.

Whatever number of fields you choose to match, ensure that you are including
the column with the most unique data, and that you are matching at least 2 column
fields.

Leverage exception tuples to avoid false positives

The EDM policy condition lets you define exception tuples to exclude combinations
on data. You must select 2 or 3 columns to match to leverage exception tuples.

EDM allows detection based on any combination of columns in a given row of data
(that is, N of M fields from a given record). It can trigger on "tuples," or specified
sets of data types. For example, a combination of the first name and SSN fields
could be acceptable, but a combination of the last name and SSN fields would not.
EDM also allows more complex rules such as looking for N of M fields, but
excluding specified tuples. For example, this type of rule definition is required to
identify incidents in violation of state data privacy laws, such as California SB
1386, which requires a first name and last name in combination with any of the
following: SSN, bank account number, credit card number, or driver's license
number.

While exception tuples can help you reduce false positives, if you are using several
exception tuples, it may be a sign your index is flawed. In this case, considering
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redoing your index so you don't have to use so many excluded combinations to
achieve the desired matches.

Use a where clause to detect records that meet specific criteria

Another configuration parameter of the EDM policy condition is the "Where"
clause option. This option matches on the exact value you specify for the field
you select. You can enter multiple values by separating each with commas. Using
awhere clause to detect records that meet specific criteria helps you improve the
accuracy of your EDM policies.

For example, if you wanted to match only on an Exact Data Profile for "Employees"”
with a "State" field containing certain states, you could configure the match where
"State" equals "CA,NV". This rule then causes the detection engine to match a
message that contains either CA or NV as content.

Use the minimum matches field to fine tune EDM rules

The minimum matches field is useful for fine-tuning the sensitivity of an EDM
rule. For example, one employee's first and last name in an outgoing email may
be acceptable. However, 100 employees' first and last names is a serious breach.
Another example might be a last name and social security number policy. The
policy might allow an employee to send information to a doctor, but the sending
of two last names and social security numbers is suspicious.

Combine Data Identifiers with EDM rules to limit the impact of two-tier

detection

When implementing EDM policies, it is recommended that you combine Data
Identifiers (DIs) rules with the EDM condition to form compound policies. As
reference, note that all system-provided policy templates that implement EDM
rules also implement Data Identifier rules in the same policy.

Data Identifiers and EDM are both designed to protect personally identifiable
information (PII). Including Data Identifiers with your EDM rules make your
policies more robust and reusable across detection servers because unlike EDM
rules Data Identifiers are executed on the endpoint and do not require two-tier
detection. Thus, if an endpoint is off the network, the Data Identifier rules can
protect PII such as SSNs.

Data Identifier rules are also useful to use in your EDM policies while you are
gathering and preparing your confidential data for EDM indexing. For example,
a policy might contain the US SSN Data Identifier and an EDM rule for as yet
unindexed or unknown SSNs.
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Detecting content using
Indexed Document

Matching (IDM)

This chapter includes the following topics:
m About Indexed Document Matching (IDM)
m Implementing IDM policies

m IDM policy considerations

About Indexed Document Matching (IDM)

You use Indexed Document Matching (IDM) to protect confidential, proprietary,
or sensitive content and information stored in documents and files. For example,
you can use IDM to protect financial report data stored in Microsoft Office
documents, or merger and acquisition information stored in PDF files, or source
code stored in text-based files. You can also use IDM to protect binary files, such
as JPEG images, CAD designs, and multimedia files. In addition, you can use IDM
to detect partial or derived content, such as text that has been copy/pasted from
one document to another.

For example, consider a document source that you have indexed that contains
several Microsoft Office documents (Word, Excel, PowerPoint) and a few image
files JPEG, BMP). You configure an IDM rule and select partial matching at 50%
for the document exposure setting. In production the detection server will look
for exact matches of the binary files, and partial matches of content indexed from
the text-based files. In this case, if an inbound file contains 50% or more of content
fingerprinted from the Office documents, it is considered a match.
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How IDM works

To implement IDM, you collect the document content and files you want to protect
and index these artifacts using the Enforce Server. During the indexing process
the system uses the message-digest algorithm (MD5) to "fingerprint" each file or
file contents. You create an IDM policy and reference the index. The system deploys
the policy and the index to the detection server. At runtime the index is loaded
into memory. The system converts inbound files and file content to MD5 hashes
using the same algorithm used for indexing. The system then compares the
resulting MD5 hashes from input files or file contents against the MD5 fingerprints
registered in the index file, identifying matches.

See “About the server index” on page 446.

About the Indexed Document Profile

The Indexed Document Profile is the user-defined configuration for creating and
generating IDM indexes. You define an Indexed Document Profile using the
Enforce Server administration console. You reference the document profile in
one or more IDM policy rules or exceptions. The profile is reusable across policies:
you can create one document profile and reference it in multiple policies. When
you create the Indexed Document Profile, you have the option of indexing the
document source immediately on save of the profile or at a scheduled time.
However, you must index the document source before you can detect policy
violations.

See “Creating and modifying Indexed Document Profiles” on page 456.

For example, you want to create an IDM index to detect when exact versions of
certain financial documents are found, or when passages or sections of the
fingerprinted documents are exposed. When you define the Indexed Document
Profile, you can upload the documents to the Enforce Server, or you can index
the documents on a network file share. You can also specify file name and file-size
filters in the document profile. The filters tell the system which files to include
or ignore during indexing. The resulting index is a secure, binary *.rdx file named
DocSource. rdx. The index may span multiple files if it is a large index. The system
deploys the index to the detection server in folder \ SymantecDLP\Protect\index
(on Windows) or /var/SymantecDLP/index (on Linux).

See “About two-tier detection for IDM on the endpoint” on page 451.

The indexer is a separate process that installs with and runs on the Enforce Server.
During indexing the system stores the document source at
\SymantecDLP\Protect\documentprofiles (on Windows) or
/var/SymantecDLP/documentprofiles (on Linux). After the system finishes
indexing, the system deletes the document source from the Enforce Server.
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About the document data source

The document data source is the collection of documents you want to index and
protect using IDM. The maximum size of the document data source you index is
2GB, which translates to approximately 300,000 or 400,000 documents. The exact
number of documents the system permits depends on the average extracted text
size (per document source).

For smaller document sets (50MB or less), you can upload the source files to the
Enforce Server using a ZIP file. For larger document sets (up to 2GB), you can copy
the source files to the host file system where the Enforce Server is installed, either
encapsulated within a single ZIP file or as individual files. In this case you can use
FTP/S to transfer the files to the Enforce Server. Alternatively, if you have a file
share that already contains the documents you want to protect, you can use the
Remote SMB Share feature to remotely index documents that are stored on a file
share that supports the WebDAV protocol

See “About indexing documents remotely on SharePoint servers” on page 445.

The document data source can contain any file type and any combination of files.
If the system can crack the file, IDM protects file contents, either exactly or
partially depending on the policy configuration. If the system cannot crack the
file, IDM protects the exact file. The documents comprising the document data
source must not be encapsulated in an archive file in order for the file contents
to be extractable, excluding the ZIP archive file used to upload or copy the files
to the Enforce Server.

See “Preparing the document source for indexing” on page 452.

About indexing documents remotely on SharePoint servers

With Symantec Data Loss Prevention you can index documents stored on a remote
SharePoint server using WebDAV.

WebDAV (Web-based Distributed Authoring and Versioning) is a standard that
provides extensions to the HTTP 1.1 protocol, allowing users to collaboratively
edit and manage files on remote Web servers. Microsoft IIS deployments that host
SharePoint instances can be enabled to accept WebDAYV connections from Web
clients.

Once you have enabled WebDAYV for SharePoint, you use the Use Remote SMB
Share IDM profile option to index the remote documents. Symantec Data Loss
Prevention supports remote IDM indexing using WebDAV for SharePoint 2007
and SharePoint 2010 instances.

See “Using remote SMB share to index SharePoint documents” on page 462.



446

Detecting content using Indexed Document Matching (IDM)

About Indexed Document Matching (IDM)

About the server

index

The IDM indexing process uses the message-digest algorithm (MD5) to

"fingerprint" each file or file contents in the document data source. This algorithm
takes as input a message of arbitrary length and produces as output a 128-bit MD5
fingerprint of the file or file contents. The indexing process functions as follows:

First, the system creates MD5 hashes used for exact matching.

If the message input is a text-based document that the system can crack, the
system extracts the content from the file and creates an MD5 fingerprint based
on 100% of the extracted and normalized file contents

If the message input is a file that the system cannot crack, the system creates
an MD5 fingerprint based on the binary signature of the file

Second, for file formats the system can crack, the system goes back to those files
and creates MD5 hashes for discrete sections of content or text passages. These
hashes are used for partial matching.

The chunked content is normalized (cleansed) by removing whitepsace,
punctuation, and other non-essential characters.

The system uses a statistical sampling method to store hashed sections of
content; not all extractable text is fingerprinted for these hashes.

Table 21-1 summarizes the types of matching supported by the IDM server index.

Table 21-1

Types of matching supported by the IDM Server Index

Message input

Example

MD5 output

Matches

Text-based file that the
system can crack

See “Using IDM to protect
file contents” on page 447.

Microsoft Word document

A single MD5 fingerprint
based on 100% of the
extracted and normalized
file contents.

Exact file contents (100%)

One or more MD5 hashes
based on discrete passages
of extracted and normalized
content based on statistical
sampling method of
selection.

Partial file contents (10% -
90%)

Binary file, custom file,
small file, encapsulated file

See “Using IDM to protect
files” on page 449.

JPEG

A single MD5 fingerprint
based on the binary
signature of the file.

Exact file

See “Advanced server settings” on page 215.
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About configuring the Content Matches Document Signature condition

You use the IDM condition Content Matches Document Signature From to
implement IDM detection rules and exceptions in your policies. When you
configure this condition, you specify which IDM index to use and how the condition
should match against the index using the Minimum Document Exposure setting.
You can select either Exact or partial between 10% to 90%. For example, if you
select 70% for the Minimum Document Exposure, a match occurs only if 70% of
the file or more is detected.

See “Configuring the Content Matches Document Signature condition” on page 468.

If a file is not text based, is not crackable, is very small, or is encapsulated in an
archive file, the file is matched exactly based on its binary signature. This form
of matching is performed automatically by the system, regardless of what
configuration option you choose for the Minimum Document Exposure setting.

See “Using IDM to protect files” on page 449.

Table 21-2 describes the matching supported by the Content Matches Document
Signature From policy condition.

Table 21-2 Minimum document exposure settings for the IDM condition
Configuration setting File type Match Example
Exact matching File contents 100% of the extracted and | Microsoft Word

normalized file contents, if

See “Using IDM t tect
e Using o protec the file is text-based and

file contents” on page 447.

crackable
Partial (10% to 90%) File contents Discrete passages of text | Microsoft Word
See “Using IDM to protect
file contents” on page 447.
Automatic File Binary signature of the file, | JPEG, small file, custom file,
See “Using IDM to protect if t.he file is not text based | archived subfile
- or is not crackable
files” on page 449.
Using IDM to protect file contents

The primary use case for IDM is to protect file contents (as distinguished from
binary files, such as audio or video files, for example). On the server you can use
IDM to match file contents exactly (100%) or partially (10% to 90%). File contents
include text-based content of any document type the system can crack, such as
Microsoft Office documents (Word, Excel, PowerPoint), PDF, and many more.
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See “File formats whose content can be extracted” on page 633.

An exact file contents match means that 100% of the inbound file contents matches
that of a file that has been indexed. As an optimization, the system checks the
byte size of the extracted and cleaned (normalized) text before computing the
runtime MD5 fingerprint for comparison against the index. If the byte size does
not match size of the indexed file contents there is no need to compute the MD5.
The system does not consider the file format when creating the MD5 fingerprint
for the index or when checking for an exact file contents match.

Partial file contents matching only applies to text-based file contents. If a file
format is crackable, in addition to creating the MD5 hash based on 100% of the
file contents, the system uses the same MD5 algorithm to register discrete sections
or passages of content. In this case the system uses a statistical sampling method
to store hashed sections of content; not all text is hashed in the index. The index
does not contain actual document content.

A document might contain much more content, but the system protects only the
file contents that is indexed as part of the document profile. For example, consider
a situation where you index a one-page document, and that one-page document

isincluded as part of a 100-page document. The 100-page document is considered
a 100 percent match because its content matches the one-page document exactly.

Table 21-3 lists the requirements to match file contents using IDM.

Table 21-3 Requirements for detecting content using IDM

Requirement

Description

Crackable file format

The system must be able to crack the file format and extract file content. Data Loss Prevention
supports context extraction for over 100 file types.

See “File formats whose content can be extracted” on page 633.

Natural file state

To match file contents, the source file cannot be encapsulated in an archive file when the
source file is indexed. If a file in the document source is encapsulated in an archive file, the
system does not index the file contents of the encapsulated file. Any encapsulated file is
considered for exact matches only, like image files and other unsupported file formats.

See “Do not compress files in the document source” on page 471.

Note: The exception to this is the main ZIP file that contains the document data source, for
those upload methods that use an archive file. See “Creating and modifying Indexed
Document Profiles” on page 456.
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Table 21-3 Requirements for detecting content using IDM (continued)

Requirement

Description

Minimum amount of
text

For exact file contents matching, the source file must contain at a minimum 30 characters
of normalized text before the cracked content is indexed. Normalization involves the removal
of punctuation and whitespaces. A normalized character therefore is either a number or a
letter. This size is set by themin normalized size=30 parameter in the file
\SymantecDLP\Protect\config\Indexer.properties.If file contents is less than
30 normalized characters, the system performs an exact file match against the file binary.

For partial file contents matching, there must be at least 130 normalized characters. However,
the exact length is variable depending on the file contents and encoding.

See “Do not index empty documents” on page 472.

Maximum amount of
text

The maximum size of the document that can be processed for content extraction at runtime
is 30MB. If a file is larger than this, only the first 30 MB of content is extracted for indexing.
This size is set by themax bin match size=30000000 parameter in the file
\SymantecDLP\Protect\config\Indexer.properties.

For example, consider a file that is 50 MB. During indexing an MD5 will be created for the
entire 50 MB. During detection, the file would be truncated to 30 MB. Further, the text would
still be extracted, assuming it can be. The result would be no match since the index only has
an MD5 for the 50MB and detection would generate fingerprints on the text and an MD5
for the first 30MB

See “Advanced server settings” on page 215.

Using IDM to protect files

The system performs exact file matching automatically on all binary. In addition,
if the file format is text-based but the system is unable to crack the file and extract
file contents, the system performs exact file matching. This behavior is true even
if you select a Minimum Document Exposure percentage for the IDM condition
that is less than Exact. In addition, the system performs exact file matching for

very small files and encapsulated files, even if these files are text-based.

An exact file match is not the same as an exact file contents match. The former
is based on the binary signature of the file, while the latter is based on 100% of
the extracted and normalized file contents.

See “Using IDM to protect file contents” on page 447.

Table 21-4 summarizes exact file matching behavior.
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Table 21-4

Exact file matching characteristics

File format

Example

Description

Text-based file format the
system cannot crack

Proprietary or non-supported
document format

If the system cannot crack the file format, you can
use IDM to protect that specific file using exact
binary matching.

See “Do not compress files in the document source”
on page 471.

Binary file

GIF, MPG, AVI, CAD design, JPEG
files, audio/video files

You can use IDM to protect binary file types that
cannot be cracked, such as images, graphics, JPEGs,
etc.

See “Avoid using IDM solely for binary files”
on page 471.

File containing a small
amount of text

CAD files, Visio diagrams, etc.

A file containing a small amount of text will be
treated as a binary file even if the contents are
text-based and crackable.

See “Using IDM to protect file contents” on page 447.

Encapsulated filed

Any file that is encapsulated
when indexed (even if text-based
and crackable), for example,
Microsoft Word file archived in
a ZIP file.

If a file is contained within the main ZIP file that is
indexed, the contents of the subfile is not matched,
only the binary signature.

See “About the document data source” on page 445.

About using IDM for policy exceptions

You can use the IDM policy condition Content Matches Document Signature
From as an exception to exclude specific documents from exact matching. You
cannot use the IDM policy condition to except content from matching. To exclude
content in documents from matching, you need to "whitelist" it.

See “About whitelisting content” on page 451.

In terms of using the IDM condition for policy exceptions, consider a data source
that you index which contains JPEG files. You create a policy that contains two
conditions: one rule implements the File Type Match condition with the JPEG
format selected; and an exception implements the IDM condition that references
the IDM index containing JPEG files. At runtime you submit to detection a number
of JPEG files. Each should trigger an incident, except any JPEG file that is contained
in the index.
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For an additional example on how to implement IDM as a policy exception, refer
to the CAN-SPAM Act policy template that is included with installation of Data
Loss Prevention.

See “CAN-SPAM Act policy template” on page 727.

About whitelisting content

Often sensitive documents contain standard boilerplate text that that does not
requires protection, including front matter, headers, and footers. Information
contained in document headers and footers is likely to cause false positives.
Likewise boilerplate text, such as standard language and non-proprietary corporate
content, which is often repeated across confidential documents. Such boilerplate
content can generate false positives, and adds overhead to the index files.

Removing non-sensitive boilerplate or header/footer content before indexing is
usually not feasible, especially if you have a large data set. In this case you can
configure the system to exclude ("whitelist") non-sensitive text. You do this by
adding the text to ignore to the whitelist file. During indexing, any whitelisted
content found in the source files is ignored. At runtime the content will not cause
false positives because it has been excluded.

See “Whitelisting file contents to exclude from matching” on page 453.

See “Use whitelisting to exclude non-sensitive content from matching” on page 472.

About two-tier detection for IDM on the endpoint

The IDM index is server-based. If a policy is deployed to the endpoint that contains
an IDM condition, the DLP Agent sends the data to the endpoint server for
matching against the IDM index. This is known as two-tier detection. If you plan
to use IDM on the endpoint, make sure you understand the performance
implications of two-tier detection.

See “Two-tier detection for DLP Agents” on page 353.

Implementing IDM policies

Table 21-5 provides the workflow for implementing IDM policies. Complete the
steps in order to ensure that your IDM rules are properly implemented and are
as accurate and efficient as possible.
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Table 21-5 Implementing IDM rules
Step Action Description
1 Identify the content you want to protect and | See “Using IDM to protect file contents” on page 447.
collect the documents that contain this
content.
2 Prepare the documents for indexing. See “Preparing the document source for indexing”
on page 452.
3 Whitelist headers, footers, and boilerplate | See “Whitelisting file contents to exclude from matching”
text. on page 453.
4 Create an Indexed Document Profile and See “Creating and modifying Indexed Document Profiles”
specify the document source. on page 456.
5 Configure any document source filters. See “Filtering documents by file name” on page 465.
6 Schedule indexing as necessary. See “Scheduling document profile indexing” on page 468.
7 Configure one ore more IDM rule conditions | See “Configuring the Content Matches Document Signature
or exceptions. condition” on page 468.
8 Test and troubleshoot your IDM See “Troubleshooting policies” on page 396.

implementation.

Preparing the document source for indexing

You must collect and prepare the documents you want to index. These documents
are known as the document data source.

See “About the document data source” on page 445.

A document data source is a ZIP archive file that contains the documents to index.
It can also be the files stored in a file share on a local or remote computer. If you
have a file share that already contains the documents you want to protect, you
can reference this share in the document profile.

A document data source is a ZIP archive file that contains the documents to index.
It can also be the files stored in a file share on a local or remote computer. A
document data source ZIP file can contain any file type and any combination of
files. If you have a file share that already contains the documents you want to
protect, you can reference this share in the document profile.
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Table 21-6 Preparing the document source for indexing

Step Action Description

1 Collect all of the documents | Collect all of the documents you want to index and put them in a folder.
you want to protect. See “About the document data source” on page 445.

2 Uncompress all the files you | The files you index should be in their natural, uncompressed state. Check
want to index. the document collection to make sure none of the files are encapsulated

in an archive file, such as ZIP, TAR, or RAR. If a file is embedded in an
archive file, extract the source file from the archive file and remove the
archive file.

See “Using IDM to protect file contents” on page 447.

3 Separate the documents if | To protect a large amount of content and files, create separate collections
you have more than 2 GB to | for each set of documents over 2 GB in size, with all files in their natural,
index. uncompressed state. For example, if you have 3 GB of documents you want

to index, separate the files by folders, one folder containing 2 GB of data,
and another folder containing the remaining 1 GB of data.
See “Using IDM to protect file contents” on page 447.

4 Decide how you are going to | The indexing process is a separate process that runs on the Enforce Server.
make the document source | To index the document source you must make the files accessible to the
files available to the Enforce | Enforce Server. You have several options. Decide which one works best
Server. for your needs and proceeding accordingly.

See “Uploading a document archive to the Enforce Server” on page 458.
See “Referencing a document archive on the Enforce Server” on page 459.
See “Using local path on Enforce Server” on page 461.
See “Using the Remote SMB Share option to index the data source”
on page 462.
See “Using the Remote SMB Share option to index the data source”
on page 462.
5 Proceed with the next step | The next step is to configure the document profile, or, alternatively, if you

of the process.

want to exclude specific document content from detection, whitelist it.
See “Creating and modifying Indexed Document Profiles” on page 456.

See “Whitelisting file contents to exclude from matching” on page 453.

Whitelisting file contents to exclude from matching

You use whitelisting to exclude unimportant or noncritical content, such as
standard boilerplate text, document headers and footers, from the IDM index.
Whitelisting such content helps to reduce false positives.

453



454

Detecting content using Indexed Document Matching (IDM)

Implementing IDM policies

See “About whitelisting content” on page 451.

See “Use whitelisting to exclude non-sensitive content from matching” on page 472.

To exclude content from matching, you copy the content you want to exclude to
a text file and save the file aswhitelisted. txt. By default, the file must contain
at least 130 non-whitespace characters to have its content fingerprinted for
whitelisting purposes. When you index the document source, the Enforce Server
looks for the whitelisted. txt file.

See “Use whitelisting to exclude non-sensitive content from matching” on page 472.

Table 21-7 describes the process for excluding document content using

whitelisting.
Table 21-7 Whitelisting non-sensitive content
Step Action Description
1 Copy the content you Copy only noncritical content you want to exclude,

want to exclude from
matching into a text file.

such as standard boilerplate text and document
headers and footers, to the text file. By default, for file
contents matching the file to be indexed must contain
at least 130 characters. This default setting applies to
the Whitelisted. txt file as well. For whitelisted
text you can change this default setting.

See “Changing the default indexer properties”
on page 470.

Save the text file as
Whitelisted.txt.

The Wwhitelisted. txt file is the source file for
storing content you want to exclude from matching.

Save the file to the
whitelisteddirectory
on the Enforce Server
host file system.

Save the file to
\SymantecDLP\Protect\documentprofiles\whitelisted
(on Windows) or
/var/SymantecDLP/documentprofiles/whitelisted
(on Linux).

Configure the Indexed
Document Profile and
generate the index.

When you index the document data source, the
Enforce Server looks for the Whitelisted. txt file.
If the file exists, the Enforce Server copies it to
Whitelisted.x.txt, where x is a unique
identification number corresponding to the Indexed
Document Profile. Future indexing of the that profile
uses the profile-specific Whitelisted.x. txt file,
not the generic Whitelisted. txt file.

See “Creating and modifying Indexed Document
Profiles” on page 456.
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Manage and add Indexed Document Profiles

The Manage > Data Profiles > Indexed Documents screen lists all configured
Indexed Document Profiles in the system. From this screen you can manage
existing profiles and add new ones.

Table 21-8 Indexed Documents screen actions

Column

Description

Add IDM profile

Click Add Document Profile to create a new Indexed Document Profile.

See “Implementing IDM policies” on page 451.

Edit IDM profile

Click the name of the Document Profile, or click the pencil icon to the far right of the profile,
to modify an existing Document Profile.

See “Creating and modifying Indexed Document Profiles” on page 456.

Remove IDM profile

Click the red X icon next to the far right of the document profile row to delete that profile
from the system. A dialog box confirms the deletion.

Note: You cannot edit or remove a profile if another user currently modifies that profile, or
if a policy exists that depends on that profile.

Refresh IDM profile
status

Click the refresh arrow icon at the upper right of the Indexed Documents screen to fetch the
latest status of the indexing process. If you are in the process of indexing, the system displays
the message "Indexing is starting." The system does not automatically update the screen
when the indexing process is complete.

Table 21-9 Indexed Documents screen details

Column

Description

Document Profile

The name of the Indexed Document Profile.

Detection server

The name of the detection server that indexes the Document Profile and the Document Profile
version.

Click the triangle icon beside the Document Profile name to display this information. It
appears beneath the name of the Document Profile.

Location

The location of the file(s) on the Enforce Server that the system has profiled and indexed.

Documents

The number of documents that the system has indexed for the document profile.
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Table 21-9 Indexed Documents screen details (continued)

Column

Description

Status

The current status of the document indexing process, which can be any of the following:

Next scheduled indexing (if it is not currently indexing)
Sending an index to a detection server
Indexing

Deploying to a detection server

In addition, beneath the status of the indexing process, the system displays the status of each
detection server, which can be any of the following:

m Completed, including a completion date

m Pending index completion (that is, waiting for the Enforce Server to finish indexing a file)
m Replicating indexing

m Creating index (internally)

m Building caches

Error messages The Indexed Document screen also displays any error messages in red (for example, if the

document profile is corrupted or does not exist).

See “Data Profiles” on page 335.
See “Scheduling document profile indexing” on page 468.

See “Configuring the Content Matches Document Signature condition” on page 468.

Creating and modifying Indexed Document Profiles

You define and configure an Indexed Document Profile at the screen Manage >
DataProfiles > Indexed Documents > Configure Document Profile. The document
profile specifies the document data source, the indexing parameters, and the
indexing schedule. You must define a document profile to implement IDM
detection.

See “About the Indexed Document Profile” on page 444.
Table 21-10 describes the steps for creating and modifying IDM profiles.

Table 21-10 Configuring a document profile
Step Action Description
1 Navigate to the screen Manage | You must be logged on to the Enforce Server administration console

> Data Profiles > Indexed as an administrator or policy author.
Documents.

See “Policy authoring privileges” on page 334.
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Table 21-10 Configuring a document profile (continued)
Step Action Description
2 Click Add Document Profile. Select an existing Indexed Document Profile to edit it.
See “Manage and add Indexed Document Profiles” on page 455.
3 Enter a Name for the Document | Choose a name that describes the data content and the index type
Profile. (for example, "Research Docs IDM"). The name is limited to 255
characters.
See “Input character limits for policy configuration” on page 388.
4 Select the Document Source Select one of the four options for indexing the document data source,

method for indexing.

depending on how large your data source is and how you have
packaged it.

See “About the document data source” on page 445.
Options for making the data source available to the Enforce Server.

m Upload Document Archive to Server Now
To use this method, you Browse and select a ZIP file containing
the documents to be indexed. The maximum size of the ZIP file
is 50 MB.
See “Uploading a document archive to the Enforce Server”
on page 458.

m Reference Archive on Enforce Server
Use this method if you have copied the ZIP file to the file system
host where the Enforce Server is installed. This ZIP file is
available for selection in the drop-down field.
See “Referencing a document archive on the Enforce Server”
on page 459.

m Use Local Path on Enforce Server
This method lets you index individual files that are local to the
Enforce Server. With this method the files to be indexed cannot
be archived in a ZIP file. The maximum size is 2 GB.
See “Using local path on Enforce Server” on page 461.

m Use Remote SMB Share
See “Using the Remote SMB Share option to index the data
source” on page 462.

m Use Remote SMB Share for SharePoint documents
See “Using remote SMB share to index SharePoint documents”
on page 462.
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Table 21-10 Configuring a document profile (continued)

Step Action

Description

5 Optionally, configure any Filters.

You can specify file name and file size filters in the document profile.
The filters tell the system which files to include or ignore during
indexing.

See “Filter documents from indexing to reduce false positives”
on page 473.

Enter files to include in the File Name Include Filters field, or enter
files to exclude in the File Name Exclude Filters field.

See “Filtering documents by file name” on page 465.

Select file sizes to ignore, either Ignore Files Smaller Than or Ignore
Files Larger Than.

See “Filtering documents by file size” on page 467.

6 Select one of the Indexing
options.

As part of creating a document profile, you can set up a schedule for
indexing the document source.

You do not have to select an indexing option to create a profile that
you can reference in a policy, but you you must select an indexing
option to generate the index and actually detect matches using an
IDM policy.

m  Select SubmitIndexingJobonSave to index the document source
immediately on save of the Document Profile.

m Select Submit Indexing Job on Schedule to display schedule
options so that you can schedule indexing at a later time.
See “Scheduling document profile indexing” on page 468.

7 Click Save.

You must save the document profile.

Uploading a document archive to the Enforce Server

The Upload Document Archive to Server Now option lets you upload a ZIP file
with a maximum size of 50 MB to the Enforce Server and index its contents. To
use this method of indexing, the document source must meet the requirements
described in the table Table 21-11

To upload the document archive to Enforce Server describes the process for using
the Upload Document Archive to Server Now method of indexing.
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To upload the document archive to Enforce Server

1

5

Navigate to the screen Manage > Data Profiles > Indexed Documents >
Configure Document Profile.

Select the option Upload Document Archive to Server Now.

Click Browse and select the ZIP file. The ZIP file can be anywhere on the same
network as the Enforce Server.

Optionally, you can type the full path and the file name if the ZIP file is local
to the Enforce Server, for example: c: \Documents\Research.zip.

Specify one or more file name or file size filters (optional).
See “Filtering documents by file name” on page 465.
Select one of the indexing options (optional).

See “Scheduling document profile indexing” on page 468.

Click Save.

Table 21-11 Requirements for using the Upload Document Archive to Server

Now option

Requirement

Description

ZIP file only The document archive must be a ZIP file; no other encapsulation formats are supported
for this option.
50 MB or less You cannot use the this option if the document archive ZIP file is more than 50 MB becuase

files exdeeding that size limit can take too long to upload and impact the performance
of the Enforce Server. If the document archive ZIP file is over 50 MB, use the Reference
Archive on Enforce Server method instead.

UTF-8 file names only

The IDM indexing process fails (and presents you with an "unexpected error") if the
document archive (ZIP file) contains non-ASCII file names in encodings other that UTF-8.

If the ZIP file contains files with non-ASCII file names, use either of the following options
instead to make the files available to the Enforce Server for indexing:

m Use Local Path on Enforce Server
m Use Remote SMB Share

Referencing a document archive on the Enforce Server

You use the Reference Archive on Enforce Server option to create an IDM index
based on a ZIP file that is local to the Enforce Server. You use this option to index
source documents that are archived in a ZIP file that is larger than 50 MB.

See “About the document data source” on page 445.
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Note: If the ZIP file is less than 50 MB, you can use the Upload Document Archive
to Server Now option instead. See “Uploading a document archive to the Enforce
Server” on page 458.

To use the Reference Archive on Enforce Server option, you copy the ZIP file to
the \SymantecDLP\Protect\documentprofiles folder on the Enforce Server file
system host. Once you have copied the ZIP file to the Enforce Server, you can
select the document source from the pull-down menu at the Add Document Profile
screen. See “Creating and modifying Indexed Document Profiles” on page 456.

To reference the document archive on the Enforce Server describes the procedure
for using the Reference Archive on Enforce Server option.

To reference the document archive on the Enforce Server

1

Copy the ZIP file to the Enforce Server.

m On Windows, copy the ZIP file to directory
\SymantecDLP\Protect\documentprofiles

m On Linux, copy the ZIP file to directory
/var/SymatnecDLP/documentprofiles

See Table 21-12 on page 461.

Note: The system deletes the document data source file after the indexing
process completes.

Log on to the Enforce Server administration console.

Navigate to the screen Manage > Data Profiles > Indexed Documents >
Configure Document Profile.

Select the file from the Reference Archive on Enforce Server pull-down
menu.

Note: A document source currently referenced by another Indexed Document
Profile does not appear in the list.

Specify one or more file name or file size filters (optional).

See “Filtering documents by file name” on page 465.
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6 Select one of the indexing options (optional).
See “Scheduling document profile indexing” on page 468.

7 Click Save to save the document profile.

Table 21-12 Requirements to use the option Reference Archive on Enforce Server
Requirement Description
ZIP file only The document archive must be a ZIP file; no other encapsulation formats are supported

for this option.

2 GBor less 2 GB is the maximum file size of the IDM profile. Consider using a third party solution
(such as Secure FTP), to copy the ZIP file securely to the Enforce Server.

See “About the document data source” on page 445.

Subfiles not archived Make sure the subfiles are proper and not encapsulated in an archive (other than the
top-level profile archive).

See “Do not compress files in the document source” on page 471.

See “Do not index empty documents” on page 472.

UTF-8 file names only | Do not use this method if the any of the names of the files you are indexing contain
non-ASCII filenames.

Use either of the following options instead:
m Use Local Path on Enforce Server
See “Using local path on Enforce Server” on page 461.

m Use Remote SMB Share
See “Using the Remote SMB Share option to index the data source” on page 462.

Using local path on Enforce Server

The Use Local Path on Enforce Server method lets you index individual files that
are local to the Enforce Server. With this method the files to be indexed cannot
be archived in a ZIP file. The system deletes the documents after the indexing
process completes.

To use the Use Local Path on Enforce Server method of making the document
source available to the Enforce Server for indexing, you enter the local path to
the directory that contains the documents to index. For example, if you copied
the files to the file system at directory c: \Documents, you would enter
c:\Documents in the field for the Use Local Path on Enforce Server option. You
must specify the exact path, not a relative path. Do not include the actual file
names in the path.

See “Creating and modifying Indexed Document Profiles” on page 456.
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Using the Remote SMB Share option to index the data source

The Use Remote SMB Share method lets you index documents remotely using
the Common Internet File System (CIFS) protocol. To use this method of making
the document source available to the Enforce Server, you enter the Universal
Naming Convention (UNC) path for the Server Message Block (SMB) share that
contains the documents to index. You can also use this option to index documents
remotely using the WebDAV protocol, for example, SharePoint documents.

See “Using remote SMB share to index SharePoint documents” on page 462.

Note: Symantec Data Loss Prevention does not delete documents after indexing
for the Use Remote SMB Share option. See “About the document data source”
on page 445.

To use the Remote SBM Share option
1 Logon to the Enforce Server administration console.

2 Navigate to the screen Manage > Data Profiles > Indexed Documents >
Configure Document Profile.

Select the option Use Remote SMB Share.
Enter the UNCPath for the SMB share that contains the documents to index.

A UNC path consists of a server name, a share name, and an optional file
path, for example: \\server\share\file path.

5 Enter avalid user name and password for the share, and then re-enter the
password. The user you specify must have general access to the shared drive
and read permissions for the constituent files.

Optionally, you can Use Saved Credentials, in which case the credentials are
available from the pull-down menu.

See “About the credential store” on page 137.
6 Complete the configuration of the Indexed Document Profile.

See “Creating and modifying Indexed Document Profiles” on page 456.

Using remote SMB share to index SharePoint documents

You can use Use Remote SMB Share method to remotely index file shares (such
as SharePoint or LiveLink) that you expose to the Enforce Server using the
WebDAV protocol. To remotely index files on SharePoint, you expose the remote
file share by WebDAV and enter the UNC path.

See “About indexing documents remotely on SharePoint servers” on page 445.
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Table 21-13 provides the procedure for remotely indexing SharePoint documents

using WebDAV
Table 21-13 Remote IDM Indexing of SharePoint documents
Step |Task Description
1 Enable WebDAV for See “Enabling WebDAV for IIS” on page 464.
SharePoint.

2 Start the WebClient service. | From the computer where the Enforce Server is installed, start the WebClient
service using the "Services" console. If this service is "disabled," right-click
it and select Properties. Enable the service, set it to Manual, then Start it.
Note: You must have administrative privileges to enable this service.

3 Access the SharePoint From the computer where your Enforce Server is installed, access SharePoint

instance. using your browser and the following address format:
http://<server name>:port.Forexample http://protect-x64:80.
4 Log on to SharePoint as an | You do not need to have SharePoint administrative privileges.
authorized user.
5 Locate the documents to In SharePoint, navigate to the documents you want to scan. Often SharePoint
scan. documents are stored at the Home > Shared Documents screen. Your
documents may be stored in a different location.
6 Find the UNC path for the | In SharePoint for the documents you want to scan, select the option Library
documents. > Open with Explorer. Windows Explorer should open a window and display
the documents. Look in the Address field for the path to the documents. This
address is the UNC path you need to scan the documents remotely. For
example: \\protect-x64\Shared Documents. Copy this path to the
Clipboard or a text file.
7 Create the IDM Index. See “Creating and modifying Indexed Document Profiles” on page 456.
8 Configure the SharePoint To configure the remote indexing source:

remote indexing source.

m For the Document Source field, select the Use Remote SMB Share option.

m For the UNC Path, paste (or enter) the address you copied from the
previous step. For example: \\protect-x64\Shared Documents.

m Forthe User Credentials, enter your SharePoint user name and password,
or select the same from the Saved Credentials drop-down list.

m  Select the option Submit Indexing on Save and click Save.
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Table 21-13 Remote IDM Indexing of SharePoint documents (continued)
Step |Task Description
9 Verify success. At the Manage > Data Profiles > Indexed Documents screen you should see

that the index was successfully created. Check the "Status" and the number
of documents indexed. If the index was successfully created you can now use
it to create IDM policies.

See “Troubleshooting SharePoint indexing for IDM” on page 465.

Enabling WebDAV for IIS

There are various methods for enabling WebDAV for IIS. The following steps
provide one approach, in this case for a Windows Server 2008. This approach is
provided as an example only. Your approach and environment may differ.

See “Using remote SMB share to index SharePoint documents” on page 462.

Enable WebDAYV for SharePoint

O 0 N O U b W N B

11
12
13

14

Log on to the SharePoint system where you want to enable WebDAV.
Open the Internet Information Services (IIS) Manager console.

Select the server name in the IIS tree.

Expand the tree, click the Web Sites folder and expand it.

Select the SharePoint instance from the list.

Right-click the SharePoint instance and select New > Virtual Directory.
The Virtual Directory Creation Wizard will appear. Click Next.

Enter a name in the Alias field (such as "WebDAV") and click Next.

Enter a directory path in the Web Site Content Directory field. It can be any
directory path as long as it exists. Click Next.

Select Read access and click Next.
Click Finish.
Right-click the virtual directory that you created and select Properties.

In the Virtual Directory tab, select the option "A redirection to a URL" and
click Create. The alias name is populated in the Application Name field.

Enter the SharePoint site URL in the "Redirect to" field and click OK. WebDAV
is now enabled for this SharePoint instance.
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Troubleshooting SharePoint indexing for IDM

If you cannot connect the Enforce Server computer to the SharePoint Server
computer after enabling WebDAV, make sure that you have started the WebClient
service on the Enforce Server computer. You must start this service and test the
WebDAYV connection before you configure IDM indexing.

See “Using remote SMB share to index SharePoint documents” on page 462.

If you plan to re-index SharePoint documents periodically as they are updated, it
may be useful to map the remote network resource to the local computer where
the Enforce Server is installed. You can use the "net use" MS-DOS command to
map SharePoint using the UNC path. For example:

B net use
This command without parameters retrieves and displays a list of network
connections.

B net use s: \\sharepoint server\Shared Documents

This command assigns (maps) the SharePoint server to the local "S" drive.

B net use * \\sharepoint server\Shared Documents

This command assigns (maps) the SharePoint server to the next available letter
drive.

B net use s: /delete

This command removes the network mapping to the specified drive.

Filtering documents by file name

When you configure an Indexed Document Profile, you have the option of using
filters to include or exclude documents in your data source from being indexed.

There are two types of file name filters: File Name Include Filters and File Name
Exclude Filters. Symantec recommends that if you choose to use file name filters
you select either inclusion filters or exclusion filters, but not both.

See “Filter documents from indexing to reduce false positives” on page 473.

Table 21-14 describes the differences between the include and exclude filters for
file names.
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Table 21-14 File name filters distinguished

Filter

Description

File Name Include Filters

If the File Name Include Filters field is empty, matching is performed on all documents
in the document profile. If you enter anything in the File Name Include Filters field, it
is treated as an inclusion filter. In this case the document is indexed only if it matches
the filter you specify.

For example, if you enter * . docx in the File Name Include Filters field, the system
will index only the * . docx files in the document source.

File Name Exclude Filters

The Exclude Filters field lets you specify the documents to exclude in the matching
process.

If you leave the Exclude Filters field empty, the system performs matching on all
documents in the ZIP file or file share. If you enter any values in the field, the system
scans only those documents that do not match the filter.

The system treats forward slashes (/) and backslashes (\) as equivalent. The system
ignores whitespace at the beginning or end of the pattern. File name filtering does
not support escape characters, so you cannot match on literal question marks,
commas, or asterisks.

Table 21-15 describes the syntax accepted by the File Name Filters feature. The
syntax for the Include and Exclude filters is the same.

Table 21-15 File name filtering syntax
Operator Description
Asterisk (*) Represents any number of characters.

Question mark (?)

Represents a single character.

Comma (,) and newline

Represents a logical OR.

Table 21-16 provides sample filters and descriptions of behavior if you enter them
in the File Name Include Filters field:

Table 21-16 File name filter examples
Filter Description
* txt,*.docx The system indexes only .txt and .docx files in the ZIP file or file share, ignoring
everything else.
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Table 21-16 File name filter examples (continued)
Filter Description
7??77?.docx The system indexes files with the .docx extension and files with five-character

names, such as hello.docx and stats.docx, but not good.docx or

marketing.docx.

*/documentation/*,*/specs/*

The system indexes only files in two subdirectories below the root directory, one
called "documentation" and the other called "specs."

Filtering documents by file size

Filters let you specify documents to include or exclude from indexing. The types
of filters include File Name Include Filters, File Name Exclude Filters, and File
Size Filters. You use file size filters to exclude files from the matching process
based on their size. Any files that match the size filters are ignored.

See “Filtering documents by file name” on page 465.

In the Size Filters fields, specify any restrictions on the size of files the system
should index. In general you should use only one type of file size filter.

See “Filter documents from indexing to reduce false positives” on page 473.

Table 21-17 describes the file size filter options.

Table 21-17 File size filter configuration options

Filter

Description

Ignore Files Smaller | To exclude files smaller than a particular size:

Than

m  Enter a number in the field for Ignore Files Smaller Than.

m Select the appropriate unit of measure Bytes, KB (kilobytes),
or MB (megabytes) from the drop-down list.

For example, to prevent indexing of files smaller than one kilobyte
(1 KB), enter 1 in the field and select KB from the corresponding
drop-down list.

Ignore Files Larger To exclude files larger than a particular size:

Than

m  Enter a number in the field for Ignore Files Larger Than.
m Select the appropriate unit of measure (Bytes, KB, or MB) from
the drop-down list.

For example, to prevent indexing of files larger than two
megabytes (2 MB), enter 2 in the field and select MB from the
corresponding drop-down list.
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Scheduling document profile indexing

When you configure a document profile, select Submit Indexing Job on Save to
index the document profile as soon as you save it. Alternatively, you can set up a
schedule for indexing the document source.

To schedule document indexing, select Submit Indexing Job on Schedule and
select a schedule from the drop-down list as described in Table 21-18.

Note: The Enforce Server can index only one document profile at a time. If one
indexing process is scheduled to start while another indexing process is running,
the new process does not begin until the first process completes.

Table 21-18 Options for scheduling Document Profile indexing
Parameter Description
Index Once On - Enter the date to index the document profile in the format

MM/DD/YY. You can also click the date widget and select a date.

At - Select the hour to start indexing.

Index Daily At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY
when the indexing should stop. You can also click the date widget and
select a date.

Index Weekly | Day of the week - Select the day(s) to index the document.
At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY
when the indexing should stop. You can also click the date widget and
select a date.

Index Monthly | Day - Enter the number of the day of each month you want the indexing
to occur. The number must be 1 through 28.

At - Select the hour to start indexing.

Until - Select this check box to specify a date in the format MM/DD/YY
when the indexing should stop. You can also click the date widget and
select a date.

Configuring the Content Matches Document Signature condition

The Content Matches Document Signature From matches unstructured document
content based on the Indexed Document Profile. The Content Matches Document
Signature From condition is available for detection rules and exceptions.
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See “About configuring the Content Matches Document Signature condition”
on page 447.

To configure the Content Matches Document Signature condition
1 AddanIDM condition to a policy rule or exception, or modify an existing one.
See “Configuring policies” on page 370.
See “Configuring policy rules” on page 374.
See “Configuring policy exceptions” on page 384.
2 Configure the IDM condition parameters.
See Table 21-19 on page 469.

3 Save the policy configuration.

Table 21-19 Content Matches Document Signature condition parameters
Action Description
Set the Minimum Select an option from the drop-down list.

Document Exposure. Choose Exact to match document contents exactly.

Choose a percentage between 10% and 90% to match document contents partially.

Configure Match Select how you want to count matches:

Counting. m Check for existence

Reports a match count of 1 if there are one or more condition matches.
m Count all matches
Reports a match count of the exact number of matches.

See “Configuring match counting” on page 378.

Select the components to | Select one of the available message components to match on:

Match On. m Body - The content of the message.
m Attachments - Any files attached to or transferred by the message.
See “Selecting components to match on” on page 380.
Configure additional Select this option to create a compound condition. All conditions must be met to trigger

conditions to Also Match. | or except a match.

You can Add any available condition from the drop-down menu.

Test and tune the policy. | See “Test and tune policies to improve match accuracy” on page 402.
See “Use parallel IDM rules to tune match thresholds” on page 475.

See “Troubleshooting policies” on page 396.
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Changing the default indexer properties

The server index contains the MD5 fingerprint of each file that has been indexed,
either raw binary or 100% extracted content if the file can be cracked, as well as
MD5 hashes of discrete passages of content.

See “Using IDM to protect file contents” on page 447.

The size of the passages depends on the "k" and "t" settings in the indexer
properties file (\SymantecDLP\Protect\config\indexer.properties). Generally,
there is no need to change the default settings. When you lower the default
minimum, the Enforce Server creates hashes out of smaller sections of the
documents it indexes. The lower the default minimum, the greater the number
of hashes that the Enforce Server requires for your documents. The greater number
of hashes increases index size as well as computational load during detection.

The default settings apply to the whitelisted.txt file as well. If the amount of
content you need to whitelist is less than the minimum amount required for partial
matching, you can adjust the default minimum setting.

To change the default minimum for whitelisted text

1 On the Symantec Data Loss Prevention host, navigate to directory
\SymantecDLP\Protect\config on Windows, or
/opt/SymantecDLP/Protect/config on Linux.

2 Use atext editor to open file Indexer.properties

3 Locate the parameter Guarantee threshold t:

# Guarantee threshold t

com.vontu.profiles.documents.t=130
4  Change the numerical portion of the parameter value to reflect the wanted
minimum number of characters that are allowed in Whitelisted.txt.

For example, to change the minimum to 80 characters, modify the value to
look like the following:

# Guarantee threshold t

com.vontu.profiles.documents.t=80

5 Save the file.
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IDM policy considerations

Indexed Document Matching (IDM) is designed to protect document content and
images. IDM relies on an index of fingerprinted documents to perform partial and
derivative text-based content matching. In addition, you can also use IDM to match
indexed documents exactly based on their binary stamp, including not only
text-based documents but also graphics and media files

Because of the broad range of matching supported by IDM, it is imperative that
policy authors consider the best practices in this section to implement IDM policies
that accurately match the data you want to protect.

Do not compress files in the document source

For file formats whose content can be cracked, the indexing process opens the
document, extracts the text-based content, and fingerprints the data in full and
in part (sections). However, the indexing process cannot recursively inspect
document archives that are contained in the document set. This means that if a
document whose file contents you want to index is compressed in a archive file
(such as ZIP, RAR, or TAR) within the document data source, the system cannot
crack the file and index its content. In this case, the system will only take an MD5
hash of the binary file signature. The embedded file is considered for exact matches
only, like image files and other unsupported file formats.

This behavior is specific to the design-time indexing process only. At runtime the
detection server does recursively inspect document archives and extract the text
of files contained in those archives. But, in order the be able to evaluate such
content, the IDM index must have been able to index all content files.

The best practice is to not include any files whose content you want to index in a
document archive. The lone exception is the document archive ZIP file that you
upload or copy to the Enforce Server that contains the entire document set. All
files in that container file must be uncompressed. If the Document Archive
uploaded to the Enforce Server for indexing contains one or more embedded
archive files (such as a ZIP), the system performs an exact binary match on any
file contained in the embedded archive file

See “Creating and modifying Indexed Document Profiles” on page 456.

Avoid using IDM solely for binary files

Although IDM can protect any type of file, unless you must protect the exact file,
the general recommendation is that if you only need to protect binary files,
consider using the File Type Match condition instead of IDM. There is less
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overhead in creating file type matching policies, and the File Type Match condition
executes locally on the endpoint. IDM requires two-tier detection on the endpoint.

See “Consider using compound file property rules to protect design and multimedia
files” on page 571.

For example, if you want to detect CAD files that contain IP diagrams, you could
index these files and apply IDM rules to detect them. Alternatively, you could
create a policy that contains a file type rule that detects on the CAD file format
plus a file size rule that specifies a threshold size. The file property approach is
preferred in this scenario because all you really care about is protecting large CAD
files potentially leaving the company. There is no need to gather and index these
files for IDM if you can simply create rules that will detect on the file type and
the size.

Do not index empty documents

You should be careful about the documents you index. In particular, avoid indexing
blank or empty documents.

For example, indexing a PPTX file containing only photographs or other graphical
content but no textual content will match other blank PPTX files exactly and
produce false positives. Is this case, even though a PPTX file contains no
user-entered text, the file does contain header and footer placeholder text that
the system extracts as file contents. Because the amount of text extracted and
normalized is more than 30 non-whitespace characters, the system treats the file
as not binary and creates a MD5 hash of 100% of the file contents. As a result, all
other blank PPTX files will produce exact file contents matches because the
resulting MD5 of the extracted content is the same.

See “Using IDM to protect file contents” on page 447.

Use whitelisting to exclude non-sensitive content from matching

Whitelisting is designed to let you exclude partial file contents from matching.
You use whitelisting to reduce false positives generated by non-sensitive content.
Information contained in document headers and footers is likely to cause false
positives. Likewise boilerplate text, such as standard language and non-proprietary
corporate content, which is often repeated across confidential documents.

Ideally, you should remove headers and footers from documents before you index
them. However, this may not be feasible, especially if you have a large document
set. As abest practice, you should whitelist header, footer, and boilerplate content
so that this text is excluded when the server index is generated. If you use

whitelisting, generally you can lower the Minimum Document Exposure setting
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in the policy without increasing false positives because more of the content indexed
is confidential data, instead of common, repeated content.

See “About whitelisting content” on page 451.

See “Whitelisting file contents to exclude from matching” on page 453.

Filter documents from indexing to reduce false positives

When you configure an Indexed Document Profile, you have the option of using
filters to include or exclude documents in your data source for indexing. There
are two types of filters: File Name and File Size.

See “Creating and modifying Indexed Document Profiles” on page 456.

You use filtering to filter non-critical documents from indexing and ensure that
your index is protecting only confidential files and file contents. Filtering helps
reduce false positives and decrease the size of the IDM index.

See “Do not index empty documents” on page 472.

The best practice is to use either an exclusion filter or an inclusion filter for each
filter type, but not both. For example, you may not need to index all of the files
you include in a document archive or expose to the system by file share. In this
case, you can enumerate the files you want to include (inclusion filter) or list the
file types you want to exclude from indexing (exclusion filter), but you should not
use both. You can also use file size filters to set a threshold for the file size to
include or exclude in the index. Again, you should choose only one method of
filtering, inclusion or exclusion.

See “Filtering documents by file name” on page 465.

See “Filtering documents by file size” on page 467.

Distinguish IDM exceptions from whitelisting and filtering

Whitelisting lets you exclude partial file contents from matching. Filtering lets
you exclude specific documents from the indexing process. IDM exceptions, on
the other hand, let you except indexed files from exact matching at runtime.

You use the IDM condition as policy exception to exclude files from detection. To
be excepted from matching, an inbound file must be an exact match with a file in
the IDM index. You cannot use IDM exceptions to exclude content from matching.
To exclude content, you must whitelist it.
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Table 21-20 Whitelisting, filters, and exceptions distinguished

IDM Configuration

Use

Exception

Except exact file from matching

See “About using IDM for policy exceptions” on page 450.

As an example, the CAN-SPAM Act policy template uses an IDM exception.
See “CAN-SPAM Act policy template” on page 727.

Whitelisting

Except file contents from matching

See “Use whitelisting to exclude non-sensitive content from matching”
on page 472.

Filtering

Include or exclude files from being indexed

See “Filter documents from indexing to reduce false positives” on page 473.

Create separate profiles to index large document sources

IDM detection is based on an Indexed Document Profile. The maximum size of
the source documents that you can index for a single IDM profile is 2 GB. This
maximum size limit is based on the overall size of the documents in their natural,
uncompressed state. Depending on the size of the actual source files and their
extracted text size, this translates into approximately 300,000 to 400,000 files.
In addition, the 2 GB maximum size may be affected by any hardware limitations
imposed by the host machine where the Enforce Server is installed.

See “About the document data source” on page 445.

If you need to index a large number of files more than 2 GB in total size when
uncompressed, the best practice is to organize the documents into separate ZIP
files or share directories. You then create a separate Indexed Document Profile
for each individual document set. You can then define separate rules that reference
each index and add the rules one or more policies.

Use WebDAYV to index remote document sources

For smaller document sets (less than 50MB), you can upload the files to the Enforce
Server. For larger document sets, consider using FTP/S to upload the files to the
Enforce Server.

Alternatively, you can use the remote IDM indexing feature to remotely index
documents that are stored on a file share that supports the WebDAV protocol,
such as SharePoint or LiveLink

See “Using remote SMB share to index SharePoint documents” on page 462.
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Use scheduled indexing to keep profiles up to date

You can use index scheduling to keep your IDM profiles up to date. The initial
index scans all the documents to be indexed. Any subsequent index only scans
the differences between the two. You should schedule indexing outside of normal
business hours to reduce the performance impact on the system.

See “Scheduling document profile indexing” on page 468.
Before you set up an indexing schedule, consider the following recommendations:

m Ifyouupdate your document sources occasionally (for example, less than once
amonth), there is no need to create a schedule. Index the document each time
you update it.

m Schedule indexing for times of minimal system use. Indexing affects
performance throughout the Symantec Data Loss Prevention system, and large
documents can take time to index.

m Index a document as soon as you add or modify the corresponding document
profile, and re-index the document whenever you update it. For example,
consider a situation where every Wednesday at 2:00 A.M. you update a
document. In this case scheduling the index process to run every Wednesday
at 3:00 A.M. is optimal. Scheduling document indexing daily is not
recommended because that is too frequent and can degrade server performance.

m Monitor results and modify your indexing schedule accordingly. If performance
is good and you want more timely updates, schedule more frequent document
updates and indexing.

Use parallel IDM rules to tune match thresholds

The primary use case for IDM policies is to detect unstructured document content
based on a percentage match requirement called the Minimum Document Exposure.
This value is a configurable parameter that specifies the minimum percentage of
content in the message that must match the IDM index to produce a match. The
IDM policy default is “Exact,” which means that, for text-based documents, 100%
of the content of the message must match the fingerprint to create an incident.
A Minimum Document Exposure setting of 10% means that, on average, one page
of a 10 page document must match the IDM index to create an incident

A document might contain much more content, but Symantec Data Loss Prevention
protects only the content that is indexed as part of a document profile. For
example, consider a situation where you index a one-page document, and that
one-page document is included as part of a 100-page document. The 100-page
document is considered a 100 percent match because its content matches the
one-page document exactly. In addition, the matched document does not have to
be of the same file type or format as the indexed document. For example, if you
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index a Word document as part of a document profile, and its contents are pasted
into the body of an email message or used to create a PDF, the engine considers
it a match

A quick rule-of-thumb for setting the Minimum Document Exposure setting is
60%. Minimum Document Exposures set to less than 50% typically create many
false positives. Starting with rate of 60% should give you enough information to
determine whether you should go to a higher or lower match percentage without
creating excessive false positives

As an alternative, consider taking a tiered approach to establishing Minimum
Document Exposure settings. For example, you can create multiple IDM rules,
each with a different threshold percentage, such as 80% for documents with a
high match percentage, 50% for documents with a medium match percentage,
and 10% with a low match percentage. Using this approach will help you filter
out false positives and help you establish an accurate Minimum Document
Exposure setting for each IDM index you deploy as part of your policies.
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Vector Machine Learning

(VML)

This chapter includes the following topics:
m About Vector Machine Learning (VML)
m Implementing Vector Machine Learning (VML)

m VML policy considerations

About Vector Machine Learning (VML)

Vector Machine Learning (VML) protects unstructured data by performing
statistical analysis to determine if content is similar to example content you train
against.

Unlike other detection technologies, with VML you do not have to locate and
fingerprint all of the data you want to protect, nor do you have to describe it and
risk potential inaccuracies. With VML you train the system to learn the type of
content you want to protect based on example documents you provide.

VML detection is based on a VML profile. You create a VML profile by uploading
arepresentative amount of content from a specific category of data. The system
scans the content, extracts the features, and creates a statistical model based on
the frequency of keywords in the example documents. At runtime the system
applies the model to analyze and detect content that has features that are
statistically similar to the profile.

VML simplifies the detection of unstructured, text-based content while offering
the potential for high accuracy. The key to implementing VML is the example
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content you train the system against. You must be careful to select documents
that are very representative of the type of content you want to protect. And, you
must select good examples of content you want to ignore that are closely related
to the content you want to protect.

See “Implementing Vector Machine Learning (VML)” on page 481.

About the Vector Machine Learning Profile

The Vector Machine Learning Profile is the data profile that you define for
implementing VML policies.

For example, you might create a VML profile to protect your source code. In this
case you train the system using positive example documents (proprietary code
that you want to protect) and negative example documents (open source code that
you do not care to protect). A VML policy references the VML profile to analyze
message data and recognize content that is similar to the positive features. The
VML profile can be tuned, and it can be easily updated by adding or removing
documents to or from the training sets.

See “Data Profiles” on page 335.
See “Creating new VML profiles” on page 483.

About the content you train

Collecting the documents for training is the most important step in the Vector
Machine Learning process. Vector Machine Learning is only as accurate as the
example content you train against.

See “Implementing Vector Machine Learning (VML)” on page 481.

A VML profile is based on a category of content representing a specific business
use case. A category of content comprises two training sets: positive and negative.

The positive training set is content you want to protect. More specific
categorization results in better accuracy. For example, “Customer Purchase Orders”
is better than “Financial Documents” because it is more specific.

The negative training set is content you want to ignore, yet related to the positive
training set. For example, if the positive training set is “Weekly Sales Reports,"
the negative training set might contain "Sales Press Releases."

You should collect an equal amount of positive and negative content that is
primarily text-based. You do not have to collect all the content you want to protect,
but you need to assemble training sets large enough to produce reliable statistics.

The recommended number of documents is 250 per training set. The minimum
number of documents per training set is 50.
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The following table summarizes the baseline requirements for the content you
collect for VML profile training.

Table 22-1 VML training set requirements
Category of Type of data Training set Quantity Content Size
content
Positive Recommended: | Content youwant

250 documents to protect.

Minimum: 50

documents 30 MB per upload
Single, specific Text-based - A - I c 4 o
business use case (primarily) Negatlve pproximately ontent you do No size limit per
the same amount | not want to category.
as the positive protect yet
category. thematically
related to the
positive category.

About the base accuracy from training percentage rates

During the VML profile training process, the system extracts example document
content and converts it to raw text. The system selects features (or keywords)
using a proprietary algorithm and generates the VML profile. As part of the
training process, the system calculates and reports base accuracy rates for false
positives and false negatives. The base accuracy from training percentage rates
indicate the quality of your positive and negative training sets.

While the goal is to achieve 100% accuracy (0% base false rates), obtaining this
level of quality for both training sets is usually not possible. In general you should
reject a training profile if either the base false positive rate or the base false
negative rate is more than 5%. A relatively high base false percentage rate indicates
that the training set is not well categorized. In this case you need to add documents
to an underrepresented training set or remove documents from an
over-represented training set, or both.

See “Managing training set documents” on page 489.

The following table describes what the base accuracy percentage rates from
training mean in relation to the positive and negative training sets for a given
VML profile.
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Table 22-2 Base accuracy rates from training

Accuracy rate

Description

Base False Positive Rate
(%)

The percentage of the content in the negative training set that is statistically similar to
the positive content.

Base False Negative Rate | The percentage of the content in the positive training set that is statistically similar to

(%)

negative content.

About the Simi

larity Threshold and Similarity Score

Each VML profile has a setting called the Similarity Threshold which can be set
from 0 to 10. This setting is used to make an adjustment for imperfect information
within a training set to achieve the best accuracy possible. During detection, a
message must have a Similarity Score greater than the Similarity Threshold for
anincident to be generated. The Similarity Threshold is set at the profile level—not
within a policy rule—because there is an ideal Similarity Threshold setting that
is unique to your training set where the best accuracy rates can be achieved (both
in terms of false positives and false negatives).

When a VML policy detects an incident, the system displays the Similarity Score
in the match highlighting section of the Incident Snapshot in the Enforce Server
administration console. The Similarity Score indicates how similar the detected
content is to the VML profile. The higher the score the more statistically similar
the message is to the positive example documents in your VML profile.

Consider an example where a Similarity Threshold is set to 4 and a message with
a Similarity Score of 5 is detected. In this case the system reports the match as
an incident and displays the Similarity Score during match highlighting. However,
if a message is detected with a Similarity Score of 3, the system does not report
amatch (and no incident) because the Similarity Score is below the Similarity
Threshold.

The table below describes the Similarity Threshold and Similarity Score numbers.

Table 22-3 Similarity Threshold and Similarity Score details
Similarity Description
Similarity The Similarity Threshold is a configurable parameter between 0 and 10 that is unique to each
Threshold VML profile. The default setting is 10, which requires the most similar match between the

to

VML profile features and the detected message content. As such, this setting is likely to produce
fewer incidents. A setting of 0 produces the most number of matches, many of which are likely

be false positives.

See “Adjusting the Similarity Threshold” on page 495.
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Table 22-3 Similarity Threshold and Similarity Score details (continued)
Similarity Description
Similarity Score The Similarity Score is a read-only runtime statistic between 0 and 10 reported by the system

based on the detection results of a VML policy. To report an incident, the Similarity Score
must be higher than the Similarity Threshold, otherwise the VML policy does not report a
match.

About using unaccepted VML profiles in policies

The system lets you create a policy that is based on a VML profile that has never
been accepted. However, the VML profile is not active and is not deployed to a
referenced policy until the profile is initially accepted.

See “Training VML profiles” on page 486.

Where you have a VML policy that references a never-accepted VML profile, the
result of this configuration depends on the type of detection server. The table
below describes the behavior:

Detection server Description

Discover Server Discover scanning does not begin until all policy dependencies are loaded. As such, a
Discover scan based on a VML policy will not start until the referenced VML profile
is accepted. In this case the system displays a message in the Discover scanning
interface indicating the scan is waiting on the dependency to load.

Network and Endpoint For a simple rule, or compound rule where the conditions are ANDed, the entire rule
Servers fails because the VML condition cannot match. If this is the only rule in the policy,
the policy will not work.

For a policy where there are multiple rules that are ORed, only the VML rule fails; the
other rules in the policy are evaluated.

See “Policy detection execution” on page 352.

Implementing Vector Machine Learning (VML)

Vector Machine Learning (VML) protects unstructured data by performing
statistical analysis to determine if content is similar to an example set of
documents you train against.

See “About Vector Machine Learning (VML)” on page 477.

The following table describes the process for implementing VML.
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Table 22-4

Implementing VML

Step

Action

Description

Step 1

Collect the example documents for
training the system.

Collect arepresentative amount of example documents containing
positive content you want to protect and negative content you
want to ignore.

See “About the content you train” on page 478.

Step 2

Create a new VML profile.

Define a new VML profile based on the specific business category
of data from which you have derived your positive and negative
training sets.

See “Creating new VML profiles” on page 483.

Step 3

Upload the example documents.

Upload separately to the Enforce Server the example positive and
negative training sets.

See “Uploading example documents for training” on page 484.

Step 4

Train the VML profile.

Train the system to learn the type of content you want to protect
and generate the VML profile.

See “Training VML profiles” on page 486.

Step 5

Accept or reject the trained profile.

Accept the trained profile to deploy it. Or, reject the profile, update
one or both of the training sets (by adding or removing example
documents), and restart the training process.

See “About the base accuracy from training percentage rates”
on page 479.

See “Managing VML profiles” on page 490.

Step 6

Create a VML policy and test
detection.

Create a VML policy that references the VML profile.

See “Configuring the Detect using Vector Machine Learning Profile
condition” on page 493.

Test and review incidents based on the Similarity Score.

See “About the Similarity Threshold and Similarity Score”
on page 480.

Step 7

Tune the VML profile.

Adjust the Similarity Threshold setting as necessary to optimize
detection results.

See “Adjusting the Similarity Threshold” on page 495.

Step 8

Follow VML best practices.

See “VML policy considerations” on page 500.
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Creating new VML profiles

A VML profile contains the model that is generated from the training set contents.
Once you define a VML profile, you use it to create one or more VML policies.

See “Implementing Vector Machine Learning (VML)” on page 481.

Note: You must have Enforce Server administrator privileges to create VML
profiles.

To create a new VML profile

1 Click New Profile from the Manage > Data Profiles > Vector Machine
Learning screen (if you have not already done so).

2 Enter a Name for the VML profile in the Create New Profile dialog.

Use a logical name for the VML profile that corresponds to the category of
data you want to protect.

See “About the content you train” on page 478.
3 Optionally, enter a Description for the VML profile.

You may want to include a description that identifies the purpose of the VML
profile.

4  C(Click Create to create the new VML profile.
Or, click Cancel to cancel the operation.
5 Click Manage Profile to upload example documents.

See “Uploading example documents for training” on page 484.

Working with the Current Profile and Temporary Workspace tabs

For any single VML profile there are two possible versions: Current and Temporary.
The Current Profile is the runtime version; the Temporary Profile is the
design-time version. Typically, as you develop a VML profile, you will have a
Current Profile that you have trained, accepted, and perhaps deployed to one or
more policies, as well as a Temporary Profile that you actively edit and tune.

The Enforce Server administration console displays each version of the VML
profile in separate tabs:

m Current Profile
This version is the active instance of the VML profile. This version has been
successfully trained and accepted,; it is available for deployment to one or more
policies.
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m Temporary Workspace
This version is an editable version of the VML profile. This version has not
been trained, or accepted, or both; it cannot be deployed to a policy.

Initially, when you create a new VML profile, the system displays only the Current
Profile tab with an empty training set. After you train and accept the VML profile
for the first time, the Trained Set table in the Current Profile tab becomes
populated with details about the training set. The information that is displayed
in this table and tab is read-only.

To edit a VML profile
¢ Click Manage Profile to the far right of the Current Profile tab.

The system displays the editable version of the profile in the Temporary
Workspace tab. You can now proceed with training and managing the profile.

See “Training VML profiles” on page 486.

The Temporary Workspace tab remains present in the user interface until you
train and accept a new version of the VML profile. In other words, there is no way
to close the Temporary Workspace tab without training and accepting, even if
you made no changes to the profile.

Once you accept a new version of the VML profile, the system overwrites the
previous Current Profile with the newly accepted version. You cannot revert to a
previously accepted Current Profile. However, you can revert to previous versions
of the training set for a Temporary Profile.

See “Managing training set documents” on page 489.

Uploading example documents for training

The training set comprises the example positive and negative documents you
want to train the system against. You upload the positive and negative documents
separately.

Note: While you can upload individual documents, it is recommended that you
upload a document archive (such as ZIP, RAR, or TAR) that contains the
recommended (250) or minimum (50) number of example documents. The
maximum upload size is 30 MB. You can partition the documents across archives
if you have more than 30 MB of data to upload. See “About the content you train”
on page 478.
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To upload the training set

1 Click Manage Profile from the Current Profile tab (if you have not already
done so).

This action enables the VML profile for editing in the Temporary Workspace
tab.

See “Working with the Current Profile and Temporary Workspace tabs”
on page 483.

2 Click Upload Contents (if you have not already done so).
This action opens the Upload Contents dialog.
3 Select which category of content you are uploading:

m Choose Positive: match contents similar to these to upload a positive
document archive.

m Choose Negative: ignore contents similar to these to upload a negative
document archive.

Click Browse to select the document archive to upload.
Navigate the file system to where you have stored the example documents.

Choose the file to upload and click Open.

N o0 o b~

Verify that you have chosen the correct category of content you are uploading:
Positive or Negative.

If you mismatch the upload (select Negative but upload a Positive document
archive), the resulting profile will be inaccurate.

8 Click Submit to upload the document archive to the Enforce Server.

The system displays a message indicating if the file successfully uploaded.
If the upload was successful, the document archive appears in the New
Documents table. This table displays the document type, name, size, date
uploaded, and the user who uploaded it. If the upload was not successful,
check the error message and retry the upload. Click the X icon in the Remove
column to delete an uploaded document or document archive from the training
set.
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Training VML profiles

9 Click Upload Contents to repeat the process for the other training set.

The profile is not complete and cannot be trained until you have uploaded
the minimum number of positive and negative example documents.

See Table 22-1 on page 479.

10 Onceyou have successfully uploaded both training sets you are ready to train
the VML profile .

See “Training VML profiles” on page 486.

During the profile training process, the system scans the training content, extracts
key features, and generates a statistical model. When the training process
completes successfully, the system prompts you to accept or reject the training
profile. If you accept the training results, that version of the VML profile becomes
the Current Profile, meaning that it is active and available for use in one or more

policies.

See “Implementing Vector Machine Learning (VML)” on page 481.

Table 22-5

Training the VML profile

Step

Action

Description

Step 1

Enable training mode.

Select the VML profile you want to train from the Manage > Data Profiles >
Vector Machine Learning screen. Or, create a new VML profile.

See “Creating new VML profiles” on page 483.

Click Manage Profile to the far right of the Current Profile tab. The system
displays the profile for training in the Temporary Workspace tab.

See “Working with the Current Profile and Temporary Workspace tabs”
on page 483.

Step 2

Upload the training
content.

Familiarize yourself with the training set requirements and recommendations.
See “About the content you train” on page 478.

Upload the positive and negative training sets in separate document archives
to the Enforce Server.

See “Uploading example documents for training” on page 484.
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Table 22-5 Training the VML profile (continued)
Step Action Description
Step 3 Adjust the memory | The default value is "High" which generally results in the best training set
allocation (only if accuracy rates. Typically you do not need to change this setting. For some
necessary). situations you may want to choose a "Medium" or "Low" memory setting (for
example, deploying the profile to the endpoint).
See “Adjusting memory allocation” on page 488.
Note: If you change the memory setting, you must do so before you train the
profile to ensure accurate training results. If you have already trained the
profile, you must retrain it again after you adjust the memory allocation.
Step 4 Start the training Click Start Training to begin the profile training process.
Process. During the training process, the system:
m Extracts the key features from the content;
m Creates the model;
m Calculates the predicted accuracy based on the averaged false positive and
false negative rates for the entire training set;
m Generates the VML profile.
Step 5 Verify training When the training process completes, the system indicates if the training profile

completion.

was successfully created.

If the training process failed, the system displays an error. Check the debug log
files and restart the training process.

See “Debug log files” on page 271.

On successful completion of the training process, the system displays the
following information for the New Profile:

m Trained Example Documents
The number of example documents in each training set that the system
trained against and profiled.
m Accuracy Rate From Training
The quality of the training set expressed as base false positive and base false
negative percentage rates.
See “About the base accuracy from training percentage rates” on page 479.
m Memory
m The minimum amount of memory required to load the profile at runtime
for detection.

Note: If you previously accepted the profile, the system also displays the
Current Profile statistics for side-by-side comparison.

487
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Table 22-5 Training the VML profile (continued)
Step Action Description
Step 6 Accept or reject the | If the training process is successful, the system prompts you to accept or reject

training profile.

the training profile. Your decision is based on the Accuracy Rate from Training
percentages.

See “About the base accuracy from training percentage rates” on page 479.
To accept or reject the training profile:

m Click Accept to save the training results as the active Current Profile.
Once you accept the training profile, it appears in the Current Profile tab
and the Temporary Workspace tab is removed.

m Click Reject to discard the training results.

The profile remains in the Temporary Workspace tab for editing. You can
adjust one or both of the training sets by adding or removing documents
and retraining the profile.

See “Managing training set documents” on page 489.

Note: A trained VML profile is not active until you accept it. While the system
lets you create a policy based on a VML profile that has not been trained or
accepted, the VML profile is not deployed to that policy until the profile is
accepted. See “About using unaccepted VML profiles in policies” on page 481.

Step 7 Test and tune the
profile.

Once you have successfully trained and accepted the VML profile, you can now
use it to define policy rules and tune the VML profile.

See “Configuring the Detect using Vector Machine Learning Profile condition”
on page 493.

See “About the Similarity Threshold and Similarity Score” on page 480.

Note: For more information, refer to the Symantec Data Loss Prevention Vecctor
Machine Learning Best Practices Guide, available at the DLP Knowledgebase
(https://kb-vontu.altiris.com/), article number 54340.

Adjusting memory allocation

The Memory Allocation setting determines the amount of memory required to
load VML the profile at runtime for policy detection. The more memory allocated
to training the larger the VML profile will be because more features will be
modeled. By default this value is set to "High." In general you should not adjust
this value. However, if you intend to deploy the VML profile to the endpoint, where
resources may be limited, you may want to use a lower memory setting to reduce
the size of the profile.
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To adjust memory allocation
1 Click Adjust beside the Memory Allocation setting.

This setting is available in the Temorary Workspace tab. If it is not available,
click Manage Profile from the Current Profile tab.

See “Working with the Current Profile and Temporary Workspace tabs”
on page 483.

2 Select the desired memory allocation level.
The following options are available:

m High
Requires a higher amount of runtime memory; generally yields higher
detection accuracy (default setting).

m Medium

m Low
Requires less runtime memory; may result in lower detection accuracy.

3 Click Save to save the setting.
The Memory Setting display should reflect the adjustment you made.
4  Click Start Training to start the training process.

You must adjust the memory allocation before you train the VML profile. If
you have already trained the profile, retrain after adjusting this setting.

See “Training VML profiles” on page 486.
5 Verify the amount of memory required to run the VML profile.

After you train the VML profile, the system displays the Memory Required
(KB) value, which represents the minimum amount of memory required to
load the profile at runtime.

See “Managing VML profiles” on page 490.

Managing training set documents

As you train and tune a VML profile, you may need to adjust one or both of the
training sets. For example, if you reject a training profile, you will need to add or
remove example documents to improve the training accuracy rates.

See “About the base accuracy from training percentage rates” on page 479.
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To add documents to a training set
1 Click Manage Profile for the profile you want to edit.

The editable profile appears in the Temporary Workspace tab.
2 Click Upload Contents.

See “Uploading example documents for training” on page 484.
To remove documents from a training set
1 Click Manage Profile for the profile you want to edit.

The editable profile appears in the Temporary Workspace tab.

2 Click the red X in the Mark Removed column for the trained document you
want to remove.

The removed document appears in the Removed Documents table. Repeat
this process as necessary to remove all unwanted documents from the training
set.

3 Click Start Training to retrain the profile.

You must retrain and accept the updated profile to complete the document
removal process. If you do not accept the new profile the document you
attempted to remove remains part of the profile.

See “Training VML profiles” on page 486.

To revert removed documents

1 Click thereverticonin the Revert column for a document you have removed.
The document is added back to the training set.

2  Click Start Training to retrain the profile.

You must retrain the profile and reaccept it even though you reverted to the
original configuration.

Managing VML profiles

The Manage > Data Profiles > Vector Machine Learning screen is the home page
for managing existing VML profiles and the starting point for creating new VML
profiles.

See “Implementing Vector Machine Learning (VML)” on page 481.

Note: You must have Enforce Server administrator privileges to manage and create
VML profiles.
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Table 1 Creating and managing VML profiles
Action Description
Create new Click New Profile to create a new VML profile.
profiles.

See “Creating new VML profiles” on page 483.

View and sort

The system lists all existing VML profiles and their state at the Vector

profiles. Machine Learning screen.

Click the column header to sort the VML profiles by name or status.
Manage and train | Select a VML profile from the list to display and manage it.
profiles.

The Current Profile tab displays the active profile.

See “Working with the Current Profile and Temporary Workspace tabs”
on page 483.

Click Manage Profile to edit the profile.

The editable profile appears in the Temporary Workspace tab. From
this tab you can:

m Upload training set documents.

See “Uploading example documents for training” on page 484.
m Train the profile.

See “Training VML profiles” on page 486.
m Add and remove documents from the training sets.

See “Managing training set documents” on page 489.

Monitor profiles.

The system lists and describes the status of all VML profiles.

m Memory Required (KB)
The minimum amount of memory required to load the profile in
memory for detection.
See “Adjusting memory allocation” on page 488.
m Status
The present status of the profile.
See Table 22-7 on page 492.
m Deployment Status
The historical status of the profile.
See Table 22-8 on page 492.

Remove profiles.

Click the X icon at the far right to delete an existing profile.

If you delete an existing profile, the system removes the profile
metadata and the Training Set from the Enforce Server.

The Status field displays the current state of each VML profile.
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Table 22-7

Status values for VML profiles

Status value

Description

Accepted on <date>

The date the training profile was accepted.

Managing

The current profile is enabled for editing.

Empty

The profile is created, but no content is uploaded.

Awaiting Acceptance

The profile is ready to be accepted.

Canceling Training

The system is in the process of canceling the training.

Training Canceled

The training process is canceled.

Failed

The training process failed.

Training <time>

The training is in progress (for the time indicated).

The Deployment Status field indicates if the VML profile has ever been accepted

or not.

Table 22-8

Deployment Status values for VML profiles

Status value

Description

Never Accepted

The VML profile has never been accepted.

See “About using unaccepted VML profiles in policies”
on page 481.

Accepted on <date>

The VML profile was accepted on the date indicated.

Changing names and descriptions for VML profiles

If necessary you can change the name of a VML profile or edit its description. For
example, when you are ready to deploy a VML profile to one or more policies, you
may want to give the profile a more self-describing name so policy authors can

easily recognize it.

Note: You do not have to retrain a profile if you change the name or description.
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To change the VML profile name or description

1 Select the VML profile from the Manage > Data Profiles > Vector Machine
Learning screen.

See “Managing VML profiles” on page 490.
Click the Edit link beside the name of the VML profile.

3 Edit the name and description of the profile in the Change Name and
Description dialog that appears.

Click OK to save the changes to the VML profile name or description.
Verify the changes at the home screen for the VML profile.

Configuring the Detect using Vector Machine Learning Profile condition

Once you have trained and accepted the VML profile, you configure a VML policy
using the Detect using Vector Machine Learning Profile condition. This condition
references the VML profile to detect content that is similar to the example content
you have trained against.

See “Implementing Vector Machine Learning (VML)” on page 481.

Table 22-9 Configuring a VML policy rule
Step Action Description
Step 1 Create and train the VML See “Creating new VML profiles” on page 483.
profile. See “Training VML profiles” on page 486.
See “About using unaccepted VML profiles in policies” on page 481.
Step 2 Configure a new or an existing | See “Configuring policies” on page 370.
policy.
Step 3 Add the VML rule to the policy. | From the Configure Policy screen:
m Select Add Rule.
m Select the Detectusing Vector Machine Learning profile rule from
the list of content rules.
m Select the VML profile you want to use from the drop-down menu.
m  Click Next.
Step 4 Configure the VML detection | Name the rule and configure the rule severity.

rule.

See “Configuring policy rules” on page 374.
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Table 22-9

Configuring a VML policy rule (continued)

Step

Action

Description

Step 5

Select components to match
on.

Select one or both message components to Match On:

m Body, which is the content of the message
m Attachments, which are any files transported by the message

Note: On the endpoint, the Symantec DLP Agent matches on the entire
message, not individual message components.

See “Selecting components to match on” on page 380.

Step 6

Configure additional
conditions (optional).

Optionally, you can create a compound detection rule by adding more
conditions to the rule.

To add additional conditions, select the desired condition from the
drop-down menu and click Add.

Note: All conditions must match for the rule to trigger an incident.

See “Configuring compound match conditions” on page 386.

Step 7

Save the policy configuration.

Click OK then click Save to save the policy.

Configuring VML policy exceptions

In some situations, you may want to implement a VML policy exception to ignore

certain content.

See “Implementing Vector Machine Learning (VML)” on page 481.

Table 22-10 Configuring a VML policy exception
Step Action Description
Step 1 Create and train the VML See “Creating new VML profiles” on page 483.
profile. See “Training VML profiles” on page 486.
Step 2 Configure a new or an existing | See “Configuring policies” on page 370.
policy.
Step 3 Add a VML exception to the From the Configure Policy screen:

policy.

m Select Add Exception.

m Select the Detect using Vector Machine Learning profile exception
from the list of content exceptions.

m Select the VML profile you want to use from the drop-down menu.

m  Click Next.
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Table 22-10 Configuring a VML policy exception (continued)

Step

Action Description

Step 4

Configure the policy exception. | Name the exception.
Select the components you want to apply the exception to:

m Entire Message
Select this option to compare the exception against the entire
message. If an exception is found anywhere in the message, the
exception is triggered and no matching occurs.

m Matched Components Only
Select this option to match the exception against the same
component as the rule. For example, if the rule matches on the
Body and the exception occurs in an attachment, the exception is
not triggered.

Step 5

Configure the condition. Generally you can accept the default condition settings for policy
exceptions.

See “Configuring policy exceptions” on page 384.

Step 6

Save the policy configuration. | Click OK then click Save to save the policy.

Adjusting the Similarity Threshold

You adjust the Similarity Threshold setting to tune the VML profile. The Similarity
Threshold determines how similar detected content must be to a VML profile to
produce an incident.

See “About the Similarity Threshold and Similarity Score” on page 480.

Note: You do not have to retrain the VML profile after you adjust the Similarity
Threshold, unless you modify a training set based on testing results.

To adjust the Current Value of the Similarity Threshold

1 Click Edit beside the Similarity Threshold label for the VML profile you want
to tune.

This action opens the Similarity Threshold dialog.
2 Drag the meter to the desired Curent Value setting.

You set the Similarity Threshold to a decimal value between 0 and 10. The
default value is 10, which produces fewer incidents; a setting of 0 produces
more incidents.
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Click Save to save the Similarity Threshold setting.
Test the VML profile using a VML policy.

Compare the Similarity Scores across matches. A detected message must
have a Similarity Score higher than the Similarity Threshold to produce an
incident. Make further adjustments to the Similarity Threshold setting as
necessary to optimize and fine-tune the VML profile.

See “Configuring the Detect using Vector Machine Learning Profile condition”
on page 493.

Testing and tuning VML profiles

You tune a VML profile by testing it with the Similarity Threshold set to 0. Once
you determine the possible range of Similarity Scores for false positives, you
adjust the Similarity Threshold to be just above the highest Similarity Score
reported by false positives. This is referred to as negative testing.

A good training set has a well-defined range where the Similarity Threshold is
set to achieve the best accuracy rates. A poor training set yields poor accuracy
results regardless of the Similarity Threshold. A Similarity Threshold that is set
too high or too low can result in a large number of false positives or false negatives.

To determine the proper Similarity Threshold setting, the recommendation is to
perform negative testing as described in the following steps.

Table 22-11 Steps for tuning VML profiles

Step

Action

Description

Step 1

Train the VML profile. | Follow the recommendations set forth in this guide for defining the category

and uploading the training set documents. Adjust the memory allocation before
you train the profile. Refer to the Symantec Data Loss Prevention Administration
Guide for help performing the tasks involved.

Step 2

Set the Similarity The default Similarity Threshold is 1 0. At this value the system does not generate
Threshold to 0. any incidents. A setting of 0 produces the most amount of incidents, many of

which are likely to be false positives. The purpose of setting the value to 0 is to
see the entire range of potential matches and to tune the profile to be just above
the highest false positive score.

Step 3

Create a VML policy. | Create a policy that references the VML profile you want to tune. The profile

must be accepted to be deployable to a policy.
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Table 22-11 Steps for tuning VML profiles (continued)

Step

Action

Description

Step 4

Test the policy.

Test the VML policy using a corpus of test data. For example, you can use the
DLP Wikipedia_ sample.zip file to test your VML policies against. Create
some mechanism to detect incidents, such as a Discover scan target of a local
file folder where you place the test data, or a DLP Agent scan of a copy/paste
operation.

Step 5

Review any incidents.

Review any matches at the Incident Snapshot screen. Verify a relatively low
Similarity Score for each match. A relatively low Similarity Score indicates a
false positive. If one or more test documents produce a match with a relatively
high Similarity Score, you have a training set quality issue. In this case you need
to review the content and if appropriate add the document(s) to the positive
training set. You then need to retrain and retune the profile.

See “Log files for troubleshooting VML training and policy detection” on page 499.

Step 6

Adjust the Similarity
Threshold.

By reviewing the incidents you should now be able to determine the highest
Similarity Score among the detected false positives that you have tested the
profile against. At this point you can adjust the Similarity Threshold for the
profile to be just above the highest Similarity Score for the false positives.

For example, if the highest detected false positive has a Similarity Score of 4. 5,
set the Similarity Threshold to 4. 6. This will filter the known false positives
from being reported as incidents.

Properties for configuring training

VML includes several property files for configuring VML training and logging.
The following table lists and describes relevant VML configuration properties.

Table 22-12 Property files for VML

Property file at \Protect\config\ Description

MLDTraining.properties

Main property file for configuring VML training settings.

See Table 22-13 on page 498.

Manager.properties

Property file for the Enforce Server; contains 1 VML
setting.

See Table 22-14 on page 499.

MLDTrainingLogging.properties

Properties file for configuring VML logging.

See “Log files for troubleshooting VML training and policy
detection” on page 499.
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The following table lists and describes the VML training parameters available for
configuration in properties file MLDTraining.properties.

Table 22-13 Relevant configuration parameters for VML training
Parameter Description
minimum documents per category Specifies the minimum number of documents required

for each training set (positive and negative). The default
setting is 50. Reducing this number below 50 is not
recommended or supported.

See “Recommendations for training set definition”
on page 502.

mld num_ folds Specifies the number of folds to use for the k-fold
evaluation process. The default is 10.

Reducing this value will speed up the time the system
takes to train against the content because less folds will
be evaluated, but potentially at the sacrifice of visibility
into profile quality. There is no need to change this value,
unless you have a large number of example documents
(and thus the training sets are very large), and you know
for certain that you have a well-categorized overall
training set.

See “Recommendations for accepting or rejecting a
profile” on page 505.

minimum_ features_to_keep Specifies the minimum number of features to keep for
the profile. The default setting is 1000.

Lowering this value can help reduce the size of the profile.
However, adjusting this setting is not recommended.
Instead, use the memory allocation setting to tune the
size of the profile.

See “Guidelines for profile sizing” on page 505.

significance threshold Specifies the minimum number of times a word must
occur before it is considered a feature. The default is 2.

Increasing this value (to 3 or 4, for example) may help
reduce the size of the profile because fewer words will
qualify as features. In general you should not adjust this
setting unless setting the memory allocation to "Low"
does not produce a small enough profile for your
deployment requirements.

See “Guidelines for profile sizing” on page 505.
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Relevant configuration parameters for VML training (continued)

Parameter

Description

stopword file

Specifies the default stopword file
\config\machinelearningconfig\stopwords.txt

Stopwords are common words, such as articles and
prepositions. During training the system ignores (does
not consider for feature extraction) any word contained
in the stopwords file.

If you add words to be ignored, you must use all lower
case because VML feature extraction normalizes the
content to lower case for evaluation.

logging config file

Specifies the configuration file for standard VML logging.

See “Log files for troubleshooting VML training and policy
detection” on page 499.

native logging config file

Specifies the configuration file for native VML logging.

See “Log files for troubleshooting VML training and policy
detection” on page 499.

The following parameter is available for configuration in properties file

MLDTraining.properties.

Table 22-14

Configuration parameter for VML profiles

Parameter

Description

DEFAULT SIMILARITY THRESHOLD

Establishes the default value for the Similarity Threshold,
which is 10. Changing this value affects the default value
only. You can adjust the value using the Enforce Server
administration console.

See “Testing and tuning VML profiles” on page 496.

Log files for troubleshooting VML training and policy detection

The system provides debug log files for troubleshooting the VML training process

and policy detection. The following table lists and describes the debug log files.

See “Troubleshooting policies” on page 396.
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Table 22-15

Debug log files for VML

Log file

Description

machinelearning training.log

Records the accuracy from training percentage rates for each fold of the
evaluation process for each VML profile training run.

This log file is useful for examining the quality of each training set at a
granular, per-fold level.

See “Recommendations for accepting or rejecting a profile” on page 505.

machinelearning native filereader.log

Records the "distance," which is expressed as a positive or negative number,
and the "confidence," which is a similarity percentage, for each message
evaluated by a VML policy.

This log file is useful for examining all messages or documents evaluated
by VML policies, including positive matches with similarity percentages
beneath the Similarity Threshold, or messages the system has categorized
as negative (expressed as a negative "distance" number).

See “Testing and tuning VML profiles” on page 496.

rechireleaming training native menager.log

Records the total number of features modeled and the number of features
kept to generate the profile for each training run.

The total number of features modeled versus the number of features kept
for the profile depends on the memory allocation setting:

m If "high" the system keeps 80% of the features.
m If "medium" the system keeps 50% of the features.
m If "low" the system keeps 30% of the features.

See “Guidelines for profile sizing” on page 505.

VML policy considerations

This section provides considerations for implementing VML policies, including
best practices for testing and tuning your VML policies. In addition, you can
download example VML training set documents from the DLP Knowledgebase
(https://kb-vontu.altiris.com), article number 54340. Where appropriate, the
considerations in this section describe how to use these example documents.
These documents are provided under the Creative Commons license
(http://creativecommons.org/licenses/by-sa/3.0/).

When to use VML

VML is designed to protect unstructured content that is primarily text-based.
VML is well-suited for protecting sensitive content that is highly distributed such
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that gathering all of it for fingerprinting is not possible or practical. VML is also
well-suited for protecting sensitive content that you cannot adequately describe
and achieve high matching accuracy.

The following table summarizes the recommended uses cases for VML.

Table 22-16 Recommended uses for VML

Use VML when

Explanation

It is not possible or practical
to fingerprint all the data you
want to protect.

Often collecting all of the content you want to protect for fingerprinting is an
impossible task. This situation arises for many forms of unstructured data: marketing
materials, financial documents, patient records, product formulas, source code, and
so forth.

VML works well for this situation because you do not have to collect all of the content
you want to protect, only a smaller set of example documents.

You cannot adequately
describe the data you want to
protect.

Often describing the data you want to protect is difficult without sacrificing some
accuracy. This situation may arise when you have long keyword lists that are hard
to generate, tune, and maintain.

VML works well in these situations because it automatically models the features
(keywords) you want to protect, and lets you easily manage and update the source
content.

A policy reports frequent
false positives.

Sometimes a certain category of information is a constant source of false positives.
For example, a weekly sales report may consistently produce false positives for a
Data Identifier policy looking for social security numbers.

VML may work well here because you can train against the content that causes the
false positives and create a policy exception to ignore those features.

Note: The false positive contents must belong to a well-defined category for VML to
be an effective solution for this use case. See “Recommendations for training set
definition” on page 502.

When not to use VML

VML is not designed to protect structured data, such as Personally Identifiable
Information (PII), or binary content, such as documents that contain mostly
graphics or image files.

The following table summarizes the non-recommended uses of VML.
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Table 22-17 Non-recommended uses for VML

Do not use VML to

Explanation

Protect personally

Exact Data Matching (EDM) and Data Identifiers are the best option for protecting

identifiable information (PII). | the common types of PII.

Protect binary files and
images.

Indexed Document Matching (IDM) is the best option to protect content that is largely
binary, such as image files or CAD files.

Recommendations for training set definition

A VML category is the specific business use case from which you derive your
example documents for training the VML profile. The more specific the category
the better the detection results. For example, the category "Financial Documents"”
is not recommended because it is too broad. A better category classification is
"Sales Forecasts" or "Quarterly Earnings" because each is particular to a specific
business use case.

A VML category contains two sets of training content: positive and negative. The
positive training set contains content you want to protect; the negative training
set contains content you want to ignore. You should derive both the positive and
negative training sets from the same category of content such that all documents
are thematically related.

While it is possible to use entirely generic content for the negative training set,
this is not recommended. A completely generic negative training set may produce
good design-time training accuracy rates, but it is likely that at runtime you will
not be able to detect the content you want to protect with sufficient accuracy.

Note: While a completely generic negative training set is not recommended,
seeding the negative training set with some neutral-content documents does have
value. See “Guidelines for training set sizing” on page 503.

The following table provides some example categories and possible positive and
negative training sets comprising those categories.

Table 22-18 Some example categories and training sets
Category Positive training set Negative training set
Product Source Code Proprietary product source code Source code from open source
projects
Product Formulas Proprietary product formulas Non-proprietary product information
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Table 22-18 Some example categories and training sets (continued)

Category

Positive training set Negative training set

Quarterly Earnings

Pre-release earnings; sales estimates; | Details of published annual accounts
accounting documents

Marketing Plans Marketing plans Published marketing collateral,
advertising copy
Medical Records Patient medical records Healthcare documents
Customer Sales Customer purchasing patterns Publicly available consumer data
Mergers and Acquisitions Confidential legal documents; M&A | Publicly available materials; press
documents releases
Manufacturing Methods Proprietary manufacturing methods | Industry standards

and research

Guidelines for training set sizing

VML is only as accurate as the example content you train. Unlike other detection
technologies, to use VML you do not have to locate all the data you want to protect,
nor do you have to describe it. But, you must select example documents that
accurately represent the type of content you want to protect, as well as content
you want to ignore that is thematically related to the positive content.

The more example documents you collect for training the more accurate the VML
profile will be. A well-defined category of content contains 500 example documents:
250 positive and 250 negative. The minimum number of documents per training
set is 50.

Ideally you will collect for training a similar number of negative documents as
positive. However, this is not always possible. Regardless of how many negative
documents you collect, you should seed the negative training set with generic or
neutral-content documents. The archive file bL.P_Wikipedia sample.zip thatis
attached to this guide at the Knowledgebase is provided for this purpose. For
example, if your positive training set contains the recommended number of
example documents (250), and the negative training set contains 150 documents,
you could add 100 to 200 generic documents to your negative training set from
the DLP_Wikipedia sample.zip archive file. Internal testing has shown that
adding generic content to complement an otherwise well-defined negative training
set can improve accuracy for VML.

If you cannot collect enough positive documents to meet the minimum
requirement, you can upload the under-sized training set multiple times. For
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example, consider a case where you have the category of content "Sales Forecasts."
For this category you have collected 25 positive spreadsheets and 50 negative
documents. In this case, you could upload the positive training set twice to reach
the minimum document threshold and equal the number of negative documents.
Note that you should use this technique for development and testing purposes
only. Production profiles should be trained against at least the minimum number

of documents for both training sets.

The table below lists the optimal, recommended, and minimum number of
documents to include in each training set.

Note: These training set guidelines assume an average document size of 3 KB. If
you have larger-sized documents, fewer in number may be sufficient.

Table 22-19 Training set size guidelines
Training set Minimum Recommended
Positive example documents 50 250
Negative example documents 50 250
"Cf;t:; (:;t;mber of documents for the 100 500

Recommendations for uploading documents for training

While you can upload individual documents to the Enforce Server for training, it
isrecommended that you upload a document archive (ZIP, RAR, TAR) that contains
the example documents for each training set. The maximum upload size is 30 MB.
There is no training set size limit.

To gather the documents for training, it is recommended that you create a staging
area. For example, consider a category called "Sales Reports." In this case you
would create a folder called \vML\training stage\sales_reports thatrepresents
the category. Within this folder you would create two subfolders, one for the
positive training set and the other for the negative training set (for example:
\VML\training stage\sales reports\positive). When you are ready to train
the profile, you compress the positive subfolder and the negative subfolder into
separate document archives. You can partition the training set across archives if
you have more than 30 MB of data to upload for a training set. Do not embed an
archive within an archive.
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Guidelines for profile sizing

Before you train a VML profile, you can adjust the amount of memory allocated
to the profile. The amount of memory you allocate determines how many features
the system models, which in turn affects the size of the profile. The higher the
memory allocation setting, the more in-depth the feature extraction and the
plotting of the model, and the larger the profile. In general, for server-based policy
detection, the recommended memory allocation setting is high, which is the default
setting.

On the endpoint, the VML profile is deployed to the host computer and loaded
into memory by the DLP Agent. (Unlike EDM and IDM, VML does not rely on
two-tier detection for endpoint policies.) Because memory on the endpoint is
limited, the recommendation is to allocate low or medium memory for endpoint
policies. Internal testing has shown that reducing the memory allocation does
not reduce the accuracy of the profile and may improve accuracy in certain

situations.
Table 22-20 Memory allocation recommendations
Memory allocation Description
High Default setting generally appropriate for server-based detection.
Medium Use this setting to reduce the size of the profile.
Low Use this setting for endpoint detection.

Recommendations for accepting or rejecting a profile

When you train a VML profile against the category content, the system selects
features, creates the model, and calculates the base accuracy rates for false
positives and negatives. Base accuracy rates are calculated using a standard and
generally accepted process called k-folds evaluation. The base accuracy rates
provide you with an early indicator of the quality of your category training sets.

To illustrate how the k-folds evaluation process works, assume that you have a
category with 500 total example documents: 250 positive and 250 negative. During
the training run, the system divides the training set into 10 folds, each of which
are distinct subsets of the overall training set and contain both positive and
negative example documents. The system uses nine folds to generate a VML
profile, and one fold to test the profile. Any of the folds can become the test fold
for the first round of evaluation. For the next round, the next fold in the queue
becomes the test fold. This process repeats for all 10 folds. The system performs
a final training run called the cross-fold, averages the results of all folds, and
generates the final model.
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On successful completion of the training process, the system displays the averaged
accuracy rates and prompts you to accept or reject the training profile. The false
positive accuracy rate is the percentage of negative test documents misclassified
as positive. The false negative rate is the percentage of positive test documents
that are misclassified as negative. As a general guideline, you should reject the
training profile if either rate is more than 5%.

Note: You can use the log filemachinelearning training.logtoevaluate per-fold
training accuracy rates.

See “Log files for troubleshooting VML training and policy detection” on page 499.

Guidelines for accepting or rejecting training results

You decide to accept or reject a training profile based on the false positive and
false negative percentages that the system displays to you at the end of the training
process.

See “About the Similarity Threshold and Similarity Score” on page 480.

To better understand how the system calculates the Machine Learning Profile
training set accuracy rates, consider the following example.

You have a training set that includes 1000 documents, 500 positive and 500
negative. When you train the profile, the system takes 90% of the documents,
extracts the features, and creates a model. It takes the remaining 10% of the
documents and evaluates their features against the model for similarity, producing
false positive and false negative accuracy rates. This process is known as the
"fold." For each training set, the system evaluates ten folds, each time comparing
a different 10% of the documents against the 90%. At the end of the cycle, the
system performs a cross-fold evaluation of all ten folds and produces an average
accuracy percentage rate for both the positive and negetaive categories.

Continuing the example, assume the result of the training process yields a base
false positive rate of approximately 1.2% and a base false negative rate of
approximately 1%. This means that, on average, 1.2% of the negative documents
in the training set are miscategorized as positive, and 1% of the documents in the
training set are miscategorized as negative. While the goal is 0% for both rates,
in general a percentage rate below 5% for each category is acceptable.

However, since, the percentages produced at the end of the training process are
averages across the 10 folds, rather than relying on the general 5% rule of thumb,
the better practice is to review the percentage rate results for each fold. To do
this, examine the log file \vontu\Protect\logs\debug\mldo. log. As shown below,
the individual fold rates give a reading for each of the ten folds on which you can
base your decision to accept or reject the profile.
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Table 22-21 Training set accuracy evaluation process

Fold evaluation

Per fold category accuracy rates and cross-fold averages

Fold 0 false positive rate 2.013422727584839 false negative rate 0.0

Fold 1 false positive rate 1.3513513803482056 false negative rate 1.7857142686843872
Fold 2 false positive rate 1.3513513803482056 false negative rate 0.8928571343421936
Fold 3 false positive rate 1.3513513803482056 false negative rate 1.7857142686843872
Fold 4 false positive rate 1.3513513803482056 false negative rate 0.8928571343421936
Fold 5 false positive rate 1.3513513803482056 false negative rate 2.6785714626312256
Fold 6 false positive rate 0.0 false negative rate 0.0

Fold 7 false positive rate 0.6756756901741028 false negative rate 0.0

Fold 8 false positive rate 1.3513513803482056 false negative rate 0.8928571343421936
Fold 9 false positive rate 1.3513513803482056 false negative rate 1.8018018007278442
Cross-fold Avg False Positive Rate 1.214855808019638 Avg False Negative Rate

1.0730373203754424

Recommendations for deploying profiles

Accepted VML profiles are transferred to every detection server and Symantec

DLP Agent even if those profiles are not required by the active policies on that

server or endpoint. Detection servers load all VML profiles into memory regardless
of whether or not any associated VML policies are deployed to those servers. DLP
Agents only load the VML profiles that are required by an active policy. To optimize
server performance, it is recommended not to deploy (accept) unnecessary VML
profiles and remove any accepted (deployed) VML profiles that are not required

by active policies.

In addition, when you change the Similarity Threshold, the system re-syncs the
entire profile with the detection servers and DLP Agents. If you have a large VML
profile and possible bandwidth limitations (for example, deployment to many

endpoints), this may cause network congestion. In this case you should test and

tune the profile at a select few endpoints before deploying the profile into
production at every endpoint on your network.
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Detecting content using
Data Identifiers

This chapter includes the following topics:

m About Data Identifiers

m Implementing system-defined Data Identifiers
m Implementing custom Data Identifiers

m Data Identifier policy considerations

About Data Identifiers

Symantec Data Loss Prevention provides Data Identifiers to detect specific
instances of described content. Data Identifiers let you quickly implement precise,
short-form data matching with minimal effort.

DataIdentifiers are algorithms that combine pattern matching with data validators
to detect content. Patterns are similar to regular expressions but more efficient
because they are tuned to match the data precisely. Validators are accuracy checks
that focus the scope of detection and ensure compliance.

For example, the "Credit Card Number" system Data Identifier detects numbers
that match a specific pattern. The matched pattern is validated by a "Luhn check,"
which is an algorithm. In this case the validation is performed on the first 15
digits of the number that evaluates to equal the 16th digit.

Symantec Data Loss Prevention provides preconfigured Data Identifiers that you
can use to detect commonly used sensitive data, such as credit card, social security,
and driver's license numbers. Data Identifiers come in three breadths—wide,
medium, and narrow—so you can fine-tune your detection results. Data Identifiers
offer broad support for detecting international content.
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See “Selecting system Data Identifier breadth” on page 530.

If a system-defined Data Identifier does not meet your needs, you can modify it.
You can also define your own custom Data Identifiers to detect any content that
you can describe.

Table 23-1 Categories of Data Identifiers
Category Description
Personal Identity Detect various types of identification numbers for the regions of North America, Europe,
and Asia Pacific.
See Table 23-2 on page 511.
See Table 23-6 on page 512.
See Table 23-7 on page 513.
Financial Detect financial identification numbers, such as credit card numbers and ABA routing
numbers.
See Table 23-3 on page 511.
Healthcare Detect U.S. and international drug codes.
See Table 23-4 on page 512.
Information Detect IP addresses.
Technology See Table 23-5 on page 512.
International Detect and validate common international content using keywords.
Keywords See “Using find keywords for international system data identifiers” on page 615.
Modified System-defined Data Identifiers that you modify.
See “About modifying Data Identifiers” on page 517.
Custom User-defined Data Identifiers.
See “Implementing custom Data Identifiers” on page 537.

Available system Data Identifiers

Symantec Data Loss Prevention provides 36 system-defined Data Identifiers to
help you accurately detect and validate pattern-based sensitive data.
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North American personal identity

Data identifier

Description

US Social Security Number (SSN)

See “US Social Security Number (SSN) data identifier”
on page 718.

Canadian Social Insurance Number

See “Canadian Social Insurance Number data identifier”
on page 663.

US Individual Tax ID Number (ITIN)

See “UK Tax ID Number data identifier” on page 713.

Driver's License Number - CA State

3

See “Drivers License Number - CA State data identifier’
on page 676.

Driver's License Number - IL State

See “Drivers License Number - IL State data identifier”
on page 679.

Driver's License Number - NJ State

See “Drivers License Number - NJ State data identifier”
on page 681.

Driver's License Number - NY State

See “Drivers License Number - NY State data identifier”
on page 682.

Driver's License Number - FL, MI, MN States

See “Drivers License Number - FL, MI, MN States data
identifier” on page 677.

Table 23-3 Financial

Data identifier

Description

Credit Card Number See “Credit Card Number data identifier” on page 668.
ABA Routing Number See “ABA Routing Number data identifier” on page 658.
CUSIP Number See “CUSIP Number data identifier” on page 674.
SWIFT Code See “SWIFT Code data identifier” on page 700.

Credit Card Magnetic Stripe Data

See “Credit Card Magnetic Stripe Data data identifier”
on page 666.

IBAN West See “IBAN West data identifier” on page 690.
IBAN Central See “IBAN Central data identifier” on page 685.
IBAN East See “IBAN East data identifier” on page 687.
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Table 23-4

Healthcare

Data identifier

Description

National Drug Code

See “National Drug Code (NDC) data identifier”
on page 694.

Australian Medicare Number

»

See “Australian Medicare Number data identifier

on page 661.
Table 23-5 Information technology
Data identifier Description
IP Address See “IP Address data identifier” on page 692.
Table 23-6 European personal identity

Data identifier

Description

Codice Fiscale

See “Codice Fiscale data identifier” on page 665.

Spanish DNI ID

See “Spanish DNI ID data identifier” on page 699.

Burgerservicenummer

See “Burgerservicenummer data identifier” on page 662.

UK Driver's License Number

See “UK Drivers License Number data identifier”

on page 703.
UK Tax ID Number See “UK Tax ID Number data identifier” on page 713.
UK Passport Number See “UK Passport Number data identifier” on page 711.

UK National Insurance Number

See “UK National Insurance Number data identifier”
on page 708.

UK National Health Service (NHS) Number

See “UK National Health Service (NHS) Number data
identifier” on page 706.

UK Electoral Roll Number

See “UK Electoral Roll Number data identifier”

on page 705.
French INSEE Code See “French INSEE Code data identifier” on page 684.
Swiss AHV Number See “Swiss AHV Number data identifier” on page 702.
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Table 23-7 Asia Pacific personal identity

Data identifier Description

Australian Tax File Number See “Australian Tax File Number data identifier”
on page 662.

People's Republic of China ID See “People's Republic of China ID data identifier”
on page 697.

Hong Kong ID See “Hong Kong ID data identifier” on page 684.

Singapore NRIC See “Singapore NRIC data identifier” on page 697.

South Korean Resident Registration Number See “South Korea Resident Registration Number data
identifier” on page 698.

Taiwan ID See “Taiwan ID data identifier” on page 702.

About Data Identifier breadths

System Data Identifiers are implemented by breadth. The breadth defines the
scope of detection for that Data Identifier. Each Data Identifier implements at
least one breadth of detection. The widest option available for the Data Identifier
is likely to produce the most false positive matches; the narrowest option produces
the least. Generally the validators and often the patterns differ among breadths.

See Table 23-8 on page 513.

For example, the US Social Security Number (SSN) Data Identifier provides three
breadths of detection: wide, medium, and narrow. The Driver's License Number
- CA State system Data Identifier provides wide and medium breadths. In both
cases the narrowest breadth implements a keyword validator.

Note: Not all system Data Identifiers provide each breadth of detection. Refer to
the complete list of Data Identifiers and breadths to determine what is available.

See “Selecting system Data Identifier breadth” on page 530.

Table 23-8 Available rule breadths for system Data Identifiers
Breadth Description
Wide The wide breadth defines a single or multiple patterns to create the greatest number of matches.

In general this breadth produces a higher rate of false positives than the medium and narrow
breadths.
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Table 23-8 Available rule breadths for system Data Identifiers (continued)

Breadth

Description

Medium

The medium breadth may refine the detection pattern(s) and/or add one or more data validators
to limit the number of matches.

Narrow

The narrow breadth offers the tightest patterns and strictest validation to provide the most
accurate positive matches. In general this option requires the presence of a keyword or other
validating restriction to trigger a match.

About optional validators

Optional validators help you refine the scope of detection for a Data Identifier.
When you configure a Data Identifier instance, you can select among five optional
validators.

See Table 23-9 on page 514.

The type of characters accepted by each optional validator depends on the Data
Identifier.

See “Acceptable characters for optional validators” on page 515.

Note: Optional validators only apply to the policy instance you are actively
configuring; they do not apply system-wide.

Table 23-9 Available optional validators for policy instances

Optional validator

Description

Require beginning
characters

Match the characters that begin (lead) the matched data item.

For example, for the CA Drivers License Data Identifier, you could require the beginning
character to be the letter "C." In this case the engine matches a license number C6457291.

See “Acceptable characters for optional validators” on page 515.

Require ending
characters

Match the characters that end (trail) the matched data item.

See “Acceptable characters for optional validators” on page 515.

Exclude beginning
characters

Exclude from matching characters that being (lead) the matched data.

See “Acceptable characters for optional validators” on page 515.

Exclude ending
characters

Exclude from matching the characters that end (trail) the matched data item.

See “Acceptable characters for optional validators” on page 515.
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Table 23-9 Available optional validators for policy instances (continued)

Optional validator

Description

Find keywords

Match one or more keywords or key phrases in addition to the matched data item.

The keyword must be detected in the same message component as the Data Identifier
content to repot a match.

See “About cross-component matching for Data Identifiers” on page 517.
This optional validator accepts any characters (numbers, letters, others).

See “Acceptable characters for optional validators” on page 515.

Acceptable characters for optional validators

Each optional validator requires you to enter in some data values. You must enter
the appropriate type of data.

See “About optional validators” on page 514.

The type of data expected by the optional validator depends on the Data Identifier.
Most Data Identifier/optional validator pairings accept numbers only; some accept
alphanumeric values, and a few accept any characters. If you enter unacceptable
input and attempt to save the policy, the system reports an error.

See “Configuring optional validators” on page 533.

Note: The Find keyword optional validator accepts any characters as values for
all Data Identifiers.

Data Identifier

Table 23-10 Acceptable characters for optional validators
Require ending | Exclude ending | Require Exclude beginning
characters characters beginning characters
characters

US Social Security Number (SSN)

Numbers only

Canadian Social Insurance Number

Numbers only

US Individual Tax Identification

Number (ITIN)

Numbers only

Driver's License Number - CA State

Numbers only

Any characters (normalized to lowercase)

Driver's License Number - IL State

Numbers only

Any characters (normalized to lowercase)

Driver's License Number - NJ State

Numbers only

Any characters (normalized to lowercase)
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Table 23-10

Acceptable characters for optional validators (continued)

Data Identifier

Require ending
characters

Exclude ending | Require
characters beginning
characters

Exclude beginning
characters

Driver's License Number - NY State

Numbers only

Driver's License Number - FL, MI,
MN States

Numbers only

Any characters (normalized to lowercase)

Credit Card Number Numbers only
ABA Routing Number Numbers only
CUSIP Number Numbers only
SWIFT Code Alphanumeric (numbers or letters)

Credit Card Magnetic Stripe Data

Numbers only

IBAN West Alphanumeric (numbers or letters)
IBAN Central Alphanumeric (numbers or letters)
IBAN East Alphanumeric (numbers or letters)
National Drug Code Numbers only

Australian Medicare Number

Numbers only

IP Address

Any characters

Codice Fiscale

Numbers only

Spanish DNI ID

Numbers only

Burgerservicenummer

Numbers only

UK Driver's License Number

Alphanumeric (normalized to lowercase)

UK Tax ID Number

Numbers only

UK Passport Number

Numbers only

UK National Insurance Number

Alphanumeric (normalized to lowercase)

UK National Health Service (NHS)
Number

Numbers only

UK Electoral Roll Number

Numbers only

Any characters (normalized to lowercase)

French INSEE Code

Numbers only
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Table 23-10 Acceptable characters for optional validators (continued)
Data Identifier Require ending | Exclude ending | Require Exclude beginning
characters characters beginning characters
characters
Swiss AHV Number Numbers only
Australian Tax File Number Numbers only
People's Republic of China ID Numbers only
Hong Kong ID Numbers only
Singapore NRIC Numbers only
South Korean Resident Registration Numbers only
Number
Taiwan ID Numbers only

About cross-component matching for Data Identifiers

Data Identifiers support component matching. This means that you can configure
Data Identifiers to match on one or more message components. However, if the
Data Identifier implements a validator (optional or required), such as Find
keywords, the validated data and the matched data must exist in the same
component to trigger or except an incident.

See “Detection messages and message components” on page 349.

For example, consider a scenario where you implement the narrow breadth edition
of the US Social Security Number (SSN) Data Identifier. This Data Identifier detects
on various 9-digits patterns and uses a keyword validator to narrow the scope of
detection. (The keyword and phrases in the list are "social security number, ssn,
ss#"). If the detection engine receives a message with the number pattern
123-45-6789 and the keyword "social security number" and both data items are
contained in the message attachment component, the detection engine reports a
match. However, if the attachment contains the number but the body contains
the keyword validator, the detection engine does not consider this to be a match.

See “Configuring the Content Matches Data Identifier condition” on page 528.

About modifying Data Identifiers

You can modify Data Identifiers to suit your requirements. You can modify the
system-defined Data Identifiers, and any custom Data Identifiers that you have
created. Any modification you make to a Data Identifier takes effect system wide.

517



518

Detecting content using Data Identifiers

About Data Identifiers

This means the modifications apply to any policy that declares the modified Data
Identifier.

See “Modifying and creating Data Identifiers” on page 535.

The most common use case for modifying a system-defined Data Identifier is to
edit the data input for a validator that accepts data input. For example, if the Data
Identifier implements the "Find keywords" validator, you may want to add or
remove values from the list of keywords.

See “Editing required validator input” on page 536.

Another use case may involve adding or removing validators to or from the Data
Identifier, or changing one or more of the patterns defined by the Data Identifier

There is no way to automatically revert a Data Identifier to its original
configuration once it is modified. Before you modify a system Data Identifier, you
should consider manually cloning it.

See “Manually cloning a system Data Identifier before modifying it” on page 536.

The system does not include modified Data Identifiers in policies exported as
templates. Before modifying a system Data Identifier, export any policies that
declare it.

About Data ldentifier patterns

Data Identifiers implement patterns to match data. The Data Identifier pattern
syntax is similar to the regular expression language, but more limited. For example,
the Data Identifier pattern syntax does not support some regular expression
features, including grouping, lookahead and lookbehind expressions, and many
special characters (notably the dot "." character). In addition, the system only
allows the use of ASCII characters for Data Identifier patterns.

See “About pattern language limitations for Data Identifiers” on page 519.

When you edit a system Data Identifier, the system exposes the pattern for viewing
and editing. The system-defined Data Identifier patterns have been tuned and
optimized for precise content matching.

See “Selecting system Data Identifier breadth” on page 530.

In addition, you can create a custom Data Identifier in which case you are required
to implement at least one pattern. The best way to understand how to write
patterns is to examine the system-defined Data Identifier patterns.

See “Writing patterns to match data” on page 538.
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About pattern language limitations for Data Identifiers

The Data Identifier pattern language is a limited subset of the regular expression
lexicon. The Data Identifier pattern language does not support all of the regular
expressions characters and constructs. A regular expression pattern converted
to a Data Identifier pattern will require some syntactical modifications.

The table below lists the known differences between regular expressions and the
Data Identifier pattern language.

Table 23-11 Data Identifier pattern language limitations

Character Description

* The asterisk (*), pipe (|), and doe (.) characters are not supported for Data Identifier
patterns.

\w The \w construct cannot be used to match the underscore character ().

\s The \s construct cannot be used to match a whitespace character; instead, use an actual
whitespace.

\d For digits, use the construct \d.

Grouping Grouping only works at the beginning of the pattern, for example:

\d{4} - 2049 does not work; instead use 2049 - \d{4}
\d{2} /19 \d{2} does not work; instead use \d{2} /[1][9] \d{2}

Groupings are allowed at the beginning of the pattern, like in the credit card Data
Identifier.

About data validators

Validators are validation checks applied to data matched by a Data Identifier
pattern. Validators help refine the scope of detection and reduce false positives.
Many validators allow for data input. For example, the Keyword validator lets you
enter a list of keywords.

See Table 23-12 on page 520.

When you modify a Data Identifier, you can edit the input values for any validator
that accepts data. Validators marked with an asterisk (*) beside the name in the
table below require data input.

See “Editing required validator input” on page 536.
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When you modify a Data Identifier, you can add and remove data validators. When
you create custom Data Identifiers, you can configure one or more validators. The
system also provides you with the ability to author a custom script validator to
define your own validation check.

See “Selecting required data validators” on page 539.

Table 23-12 Available validators for system and custom Data Identifiers
Validator Description
ABA Checksum Every ABA routing number must start with the following two digits:

00-15,21-32,61-72,80 and pass an ABA specific, position-weighted check sum.

Advanced KRRN Validation Validates that 3rd and 4th digit are a valid month, that 5th and 6th digit a valid

day, and the checksum matches the check digit.

Advanced SSN

Validator checks whether SSN contains zeros in any group, the area number (first
group) is less than 773 and not 666, the delimiter between the groups is the same,
the number does not consist of all the same digits, and the number is not reserved
for advertising (123-45-6789, 987-65-432x).

Australian Tax File validation | Computes the checksum and validates the pattern against it.

check

Basic SSN

Performs minimal SSN validation.

Burgerservicenummer Check | Performs a check for the Burgerservicenummer.

China ID checksum validator | Computes the checksum and validates the pattern against it.

Codice Fiscale Control Key Computes the control key and checks if it is valid.
Check
Cusip Validation Validator checks for invalid CUSIP ranges and computes the CUSIP checksum

(Modulus 10 Double Add Double algorithm).

Custom Script*

Enter a custom script to validate pattern matches for this Data Identifier breadth.

See “Creating custom script validators” on page 540.

DNI control key check Computes the control key and checks if it is valid.
Duplicate digits Ensures that a string of digits are not all the same.
Exact Match* Enter a comma-separated list of values. If the values are numeric, do NOT enter

any dashes or other separators. Each value can be of any length.

Exclude beginning characters* | Enter a comma-separated list of values. If the values are numeric, do NOT enter

any dashes or other separators. Each value can be of any length.
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Table 23-12 Available validators for system and custom Data Identifiers
(continued)
Validator Description

Exclude ending characters*

Enter a comma-separated list of values. If the values are numeric, do NOT enter
any dashes or other separators. Each value can be of any length.

Exclude exact match*

Enter a comma-separated list of values. Each value can be of any length.

Exclude prefix*

Enter a comma-separated list of values. Each value can be of any length.

Exclude suffix*

Enter a comma-separated list of values. Each value can be of any length.

Find keywords* Enter a comma-separated list of values. Each value can be of any length.

Hong Kong ID Computes the checksum and validates the pattern against it.

INSEE Control Key Validator computes the INSEE control key and compares it to the last 2 digits of
the pattern.

IP Basic Check Every IP address must match the format x.x.x.x and every number must be less
than 256.

IP Octet Check Every IP address must match the format x.x.x.x, every number must be less than
256, and no IP address can contain only single-digit numbers (1.1.1.2).

IP Reserved Range Check Checks whether the IP address falls into any of the "Bogons" ranges. If so the match
is invalid.

Luhn check Validator computes the Luhn checksum which every Canadian Insurance Number
must pass.

Mod 97 Validator Computes the ISO 7064 Mod 97-10 checksum of the complete match.

No Validation Performs no validation.

Number Delimiter

Validates a match by checking the surrounding digits.

Require beginning characters*

Enter a comma-separated list of values. If the values are numeric, do NOT enter
any dashes or other separators. Each value can be of any length.

Require ending characters*

Enter a comma-separated list of values. If the values are numeric, do NOT enter
any dashes or other separators. Each value can be of any length.

Singapore NRIC

Computes the Singapore NRIC checksum and validates the pattern against it.

SSN Area-Group number

For a given area number (first group), not all group numbers (second group) might
have been assigned by the SSA. Validator eliminates SSNs with invalid group
numbers.

Swiss AHV

Swiss AHV Modulus 11 Checksum.
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Table 23-12 Available validators for system and custom Data Identifiers
(continued)

Validator

Description

Taiwan ID

Taiwan ID checksum.

UK Drivers License

Every UK drivers license must be 16 characters and the number at the 8th and 9th
position must be larger than 00 and smaller than 32.

UK NHS

UK NHS checksum.

About custom Data Identifiers

You can define your own Data Identifiers. To create a custom Data Identifier, you
implement one or more detection pattern(s), select one or more data validators
(optional), provide the data input if the validator requires it, and choose a data
normalizer.

Once configured, policy authors can use custom Data Identifiers in one or more
policies.

See “Implementing custom Data Identifiers” on page 537.

Table 23-13 Custom Data Identifier components
Component Description
Patterns Define one or more regular expression patterns, separated by line breaks.
Validators Add or remove validators to perform validation checks on the data detected by the
pattern(s).
Data Entry Provide comma separated data values for any validators that require data input.
Normalizer Select a normalizer to standardize the data before matching against it.

About data normalizers

When you create a custom Data Identifier, you must select a normalizer to reconcile
the data detected by the pattern with the format expected by the validators.
Table 23-14 lists and describes the normalizers you can implement for custom
Data Identifiers.

Note: You cannot modify the normalizer of a system-defined Data Identifier.
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Available data normalizers

Normalizer

Description

Digits

Only numeric characters are allowed.

Digits and Letters

Alphanumeric characters are allowed.

Lowercase

Only letters are allowed, normalized to lowercase.

Swift codes

Code must match SWIFT requirements.

Do nothing

The data is not normalized, evaluated as entered by the user.

About Data Identifier configuration

You can configure three types of Data Identifiers:

m Instance - defined at the policy level

m Modified - configured at the system-level

m Custom - created at the system-level

The type of Data Identifier you implement depends on your business requirements.

For most use cases, configuring a policy instance using a non-modified,

system-defined Data Identifier is sufficient to accurately detect data loss. Should
you need to, you can extend a system-defined Data Identifier by modifying it, or

you can implement one or more custom Data Identifiers to detect unique data

Note: The system does export modified and custom Data Identifiers in a policy

template. The system exports a reference to a system Data Identifier. The target
system where the policy template is imported provides the actual Data Identifier.

Data identifier configuration done at the policy instance-level is specific to that

policy.

See “Configuring the Content Matches Data Identifier condition” on page 528.
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Table 23-15 Policy instance configuration options
Selectable at the policy level Not configurable
m Breadth m Patterns
You can implement any breadth the Data Identifier You cannot modify the match patterns at the instance

supports at the insta
m Optional Validators

nce level. level.
m Active Validators

You can select one or more optional validators at You cannot modify, add, or remove required validators

the instance level.

at the instance level.

The system lets you modify system-defined Data Identifiers, but you cannot delete
them. Any modifications you make to the configuration of a system-defined Data
Identifier take effect system-wide. This means that the modifications apply to
a