Drafting Alternative HA – DR Configurations for Identity Management Solutions based on Environmental Criteria and Solution Component Capabilities

Summary

The technical note represents an exercise to draft three (of a number of possible) alternative HA – DR Configurations for Identity Management Solutions based on Environmental Criteria and Solution Component Capabilities. It borrows from previous discussions and authors on this topic in both identifying the critical determining factors when drafting such configurations and the resulting configurations themselves. 

The note first identifies the critical determining factors/criteria when drafting HA – DR configurations. 

It then offers three examples given varying criteria.

Environmental Criteria and Solution Component Capabilities

The critical determining factors/criteria when drafting alternative HA – DR configurations include:

1. The maturity (robustness, speed, minimal latency) of the inter-data center network infrastructure: is the network channel fast enough (with minimal latency) to support interconnectivity between all systems on all tiers of the solution? 
1. The maturity of the load balancing infrastructure: how do the load balancers prioritize their routing among available data centers? If primary (preferred) and secondary data centers have been configured, how do the load balancers collaborate with process monitors to promote backup systems to production when the primary systems have become unavailable and vice versa demote the backup systems when the primary systems become available again? 
1. The maturity of the directory infrastructure to replicate data across distributed data centers: does the directory infrastructure support a multi-data center configuration?
1. The maturity of the database management system to cluster across distributed data centers: does the database management system support a single multi-data center cluster or does it require some form of replication?
1. The maturity of the identity management infrastructure: does the infrastructure contain components that impose architectural restrictions which must be considered when drafting alternative configurations?

Three Alternative HA – DR Configurations (based on varying Environmental Criteria and Solution Component Capabilities)

[bookmark: _GoBack]Here are three (of a number of possible) alternative HA – DR configurations given varying underlying criteria: 1) a single active-active multi-data center HA configuration; 2) a dual active-active HA configuration with replica configurations in each data center; and 3) an active-passive DR configuration also with replica configurations in each data center.   

Keys:

IDM – Identity Manager
SSO – Single Sign On

DC: Data Center
PDC: Primary Data Center
SDC: Secondary Data Center


Active-Active HA (with a single multi-data center configuration across all nodes)

Load balancers leverage process components within both DCs. 
Process components on all tiers of the solution within both DCs are active (available to process requests if its peer DC becomes unavailable).
Data within the Directory Tier is replicated between the DSAs within the PDC and SDC.
Data within the Database Tier is maintained transactionally consistent by inter-data center clustering. 
When the load balancers detect that the PDC is unreachable, the load balancers begin routing traffic to the SDC.
Similarly when the load balancers detect that the PDC is ready to be back online, the load balancers resume routing to the PDC. 

Infrastructure Assumption: 
High-Speed LAN Extension: Transport Options (Dark Fiber, MPLS, VPLS)
Intelligent Load Balancer
Multi-Data Center Agnostic Directory Technology
Multi-Data Center Database Cluster Technology
Multi-Data Center Cluster Capable Web Application Technology

Application Tier
Multi-Data Center Cluster of SSO Policy Servers (n residing in PDC, n residing in SDC)
Multi-Data Center Cluster of n IDM Application Nodes (n residing in PDC, n residing in SDC) for interactive users
Standalone IDM Application Servers (n residing in PDC, n residing in SDC) for batch, bulk load and other scheduled tasks

Provisioning Tier
Multi-Data Center group of 1 Primary and n Secondary Provisioning Servers with Java Connector Servers, C++ Connector Server and Provisioning Directory Routers (n residing in PDC (1 of which is primary), n residing in SDC)

Directory Tier
Multi-Data Center group of SSO (Policy, Session, User Store) and IDM Directory DSAs (User Store and Provisioning Directory) configured for multi-write DISP and multi-write-group-hub with the same read-write precedence (n residing in PDC, n residing in SDC)

Database Tier
Multi-Data Center (Real Application Cluster) with PDC and SDC hosting SSO and IDM Databases


Active-Active HA / DR (with a dual (replica) configuration in each data center)

Load balancers leverage the dual (distinct) clusters configured in the two DCs. 
Process components on all tiers of the solution within both DCs are active (available to process requests independent of its peer DC).
Data within the Directory Tier is replicated between the DSAs within the PDC and SDC.
Data within the Database Tier is maintained transactionally consistent by transmitting redo data from the primary database and applying the redo to the standby databases. 
Processes monitor the health of the Database Tier and automatically promote the SDC database to the production role in case the PDC becomes unavailable. 
Similarly when the DC hosting the primary becomes available, processes fail back and promote the PDC database to the production role. 
When the load balancers detect that the PDC is unreachable, the load balancers begin routing traffic to the SDC.
Similarly when the load balancers detect that the PDC is ready to be back online, the load balancers resume routing to the PDC. 

Infrastructure Assumption: 
No High-Speed LAN Extension
Intelligent Load Balancer
Multi-Data Center Agnostic Directory Technology
Active Standby Database Technology
Cluster Capable Web Application Technology

Application Tier
Dual Clusters of SSO Policy Servers (n Clusters residing in PDC, n residing in SDC)
Dual Clusters of n IDM Application Nodes (n-node cluster residing in PDC, n-node cluster residing in SDC) for interactive users 
Standalone IDM Application Servers (n residing in PDC, n residing in SDC) for batch, bulk load and other scheduled tasks

Provisioning Tier
Dual groups of 1 Primary and n Secondary Provisioning Servers with Java Connector Servers, C++ Connector Servers and Provisioning Directory Routers (n residing in PDC (1 of which is primary), n residing in SDC (1 of which is primary))

Directory Tier
Dual groups of SSO and IDM Directory DSAs configured for multi-write DISP and multi-write-group-hub with the same read-write precedence (n residing in PDC, 1-n residing in SDC) with one node in each group configured to replicate with its peer node in the other group
1. If possible, configure all SSO stores (Policy, Session, User) and IDM Directory DSAs

Database Tier
Active Standby Database Technology (for example, Oracle Active Data Guard) with Production Site (PDC) and Standby (SDC) hosting SSO and IDM Databases 
1. Replicate all SSO and IDM Databases except for the SSO Session Store and Task Persistence Database
1. Configure separate instances of SSO Session Store (using the same encryption key) 
1. Configure separate instances of Task Persistence Database


Active-Passive DR (with a dual (replica) configuration in each data center)

Load balancers leverage only process components within a single DC at any given time.  
Only process components on all tiers of the solution within one DC are active at any given time except for the processes on the Directory and Database Tiers which are passively receiving updates from their PDC counterparts.
Data within the Directory Tier is replicated between the DSAs within the PDC and SDC.
Data within the Database tier is maintained transactionally consistent by transmitting redo data from the primary database and applying the redo to the standby databases. 
When the load balancers detect that the PDC is unreachable, alerts are generated and administrative processes are undertaken to bring the SDC online including promoting the SDC database to the production role. 
Similarly when the PDC is ready to be back online, administrative processes are undertaken to bring the data center back online and perform the fail back to the PDC including promoting the PDC database to the production role. 

Infrastructure Assumption: 
No High-Speed LAN Extension
Intelligent Load Balancer
Multi-Data Center Agnostic Directory Technology
Standby Database Technology
Cluster Capable Web Application Technology

Application Tier
Dual Clusters of SSO Policy Servers (n Clusters residing in PDC, n residing in SDC)
Dual Clusters of n IDM Application Nodes (n-node cluster residing in PDC, 1-n-node cluster residing in SDC) for interactive users 
Standalone IDM Application Servers (n residing in PDC, 1-n residing in SDC) for batch, bulk load and other scheduled tasks

Provisioning Tier
Dual groups of 1 Primary and n Secondary Provisioning Servers with Java Connector Servers, C++ Connector Server and Provisioning Directory Routers (n residing in PDC (1 of which is primary), 1-n residing in SDC (1 of which is primary))

Directory Tier
Dual groups of SSO and IDM Directory DSAs configured for multi-write DISP and multi-write-group-hub with the same read-write precedence (n residing in PDC, 1-n residing in SDC) with one node in each group configured to replicate with its peer node in the other group
1. If possible, configure all SSO stores (Policy, Session, User) and IDM Directory as DSAs

Database Tier
(Oracle) Data Guard with Primary Database (within the PDC) and Standby Databases (within the SDC) hosting SSO and IDM Databases 
1. Maintain dual instances of all SSO and IDM Databases
1. Use the same encryption key for the SSO Session Store 
