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Chapter 1. OVERVI EW

The amount of information retained in data centers on
magnetic or electronic media is growing at an astrononi ca
rate. There are two major reasons for this growth. As the
nunber of online applications increases, so does the amount
of data available to the interactive user. Also, new
technology in the inage processing area is adding to the
amount of data that needs to be stored online.

As a result, your role as storage admi nistrator has becone
nmore critical to the success of your installation
Conplicating matters, the online availability of nission
critical applications limts the anount of downtinme avail abl e
to you in which to performthe necessary maintenance on

st orage resources

The StorageMate product allows you to identify problens in a
tinmely manner, identify and verify solutions, assist in
storage group planning, and sinulate the effects of proposed
changes on the storage configuration. The product offers a
nunber of facilities that enable you to performthese
functions, not just generate reports.

As shown in Figure 1-1, the CA MCS StorageMate product uses
the data integration and processing capabilities of the CA

M CS Space Col | ector, CA M CS Space Anal yzer, CA MCS Batch
and Operations Analyzer, CA MCS Hardware and SCP Anal yzer,
and CA M CS Application Extension for ASTEX. Data fromIBMs
Data Facility Hi erarchical Storage Manager (DFHSM can al so
be processed if you have inplemented the HSM I nventory option
of the Space Analyzer. These products popul ate i nformation
areas in the CA MCS database that StorageMate then uses.

I nformation about your tape library can also be read from an
external source for sonme reports. The StorageMate product is
an online interactive tool you can use to access and anal yze
informati on and produce results via graphic or tabular
reports
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1.1 - Primary Areas of Application

The StorageMate product can be used in a nunber of areas the
storage admi nistrator typically will encounter. The primary
areas of application are discussed bel ow.

Pr obl em Managenent

The CA M CS StorageMate product can help identify existing
and potential problens at both a detailed and sumary | evel
that reduce the effectiveness of your storage resources.

At the volume |evel, volumes w thout indexed VIOCs that coul d
cause degraded response tine are easily identified. O her
potential volume errors that CA M CS StorageMate can identify
i nclude VTOC structure damage, a missing or undersized VSAM
Vol une Data Set (VVDS), and excessive seek del ays caused by

i nproper data set placenent.

CA M CS StorageMate identifies allocation errors by scanning
the SM- job files in the CA MCS database and | ooking for
space-rel ated abends. The failing jobs and the anmount of
time and resources expended in recovering fromthe failure
are identified. Assessnent of your effectiveness is often
tied to the number of these abends occurring within your
installation. This report can establish or nonitor a service
| evel agreenment between you and the data center managemnent

t eam

Anot her facility in the StorageMate product identifies data
sets that are allocated so that they cannot easily be nmanaged
by automated storage nanagenent software. For exanpl e,
products such as DFHSM and DFSMS require that the data sets
they manage be catal oged. Uncatal oged data sets nust be

mani pul ated manually. The ability to identify these problem
data sets will reduce your duties and help facilitate the

i mpl ementati on of automated products. The Unnanageabl e Dat a
Sets facility within CA MCS StorageMWate that detects these
errors can al so generate a jobstreamthat will correct some
of the errors encountered.

Large portions of storage resources are often wasted by poor
all ocation practices. Mst of this wasted space is caused by
one of the follow ng conditions:

o The user has allocated far nore space than was actually
needed.

0 The user is storing data using a block size that is not
efficient for the device on which the data is stored.

0 The user has allocated VSAM data sets using options that
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are not efficient for the storage device or for the
application that accesses the data.

Al'l of these conditions can be detected using the Non-VSAM
Wasted Space and the VSAM Wasted Space facilities included in
the StorageMate product. Reports within these facilities
detect these problemdata sets and, optionally, show you only
the worst violators. This allows you to concentrate on
correcting those data sets that are wasting the nost space.
Anot her option of these facilities shows wasted space at the
department or group level, to help you quickly identify
groups that are not using storage effectively.

Anot her facility provided by CA MCS StorageMate, the

DASD/ HSM Dat a Movenent facility, allows you to nonitor the
movement of data between your primary DASD vol umes and DFHSM
Many installations use DFHSMto nove unused data sets to
DFHSM mi grati on storage, thus freeing their critical, primry
DASD space for the allocation of new data sets. This process
needs to be nmonitored to ensure that DFHSM paraneters and SM5
managenent class values are still working as expected. Even
a wel | -tuned DFHSM system may not function well if your data
set access patterns change over tine. |Intentional abuse of
primary space or DFHSM space by users or groups can al so be
detected with these reports.

One of the critical activities you should be performng
regularly is the nonitoring of new data sets. Early

detecti on of excessive space consunption will help prevent
short-term performance problenms and | ong-term capacity

probl ens. Even users of DFSMVS need to performthis inportant
nmonitoring, as users under DFSMS may still have the ability
to override systemdefaults and change the size and | ocation
of their new data sets. The New Data Set Allocation facility
within StorageMate allows you to regularly nonitor the

al location patterns of new data sets. New allocation
activity can be summarized according to vol unme, DFSMS
construct, DFSMS Storage Group or application area. Patterns
present on the sunmary reports can be further investigated
usi ng detail ed reporting.

The follow ng reports can assist you with probl em managenent
activities:

Unnmanageabl e Data Sets
Vol urre Probl ens

Al | ocati on Probl ens

New Data Set Allocation
Non- VSAM Wast ed Space
VSAM Wast ed Space

DASDY HSM Dat a Movenent

[cNeNeoNeNeNeoNo)
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For nore information on these reports, see Section 4.3 of
this guide.

Data Set Standards

The StorageMate product hel ps you establish and enforce data
set standards, that, in turn hel ps you sinplify operations
and better control your storage environnent.

Data set nane standardi zation allows for usage and service
requirements to be deternmined by a sinple review of the data
set name. The Data Set Nanes facility of CA MCS StorageMate
scans the CA M CS dat abase and reports the frequency of

usage of data set nane nodes. It also flags data set nane
exceptions, thereby facilitating enforcenent of existing data
set standards.

Two facilities, the VSAM Attributes facility and the Non-VSAM
Attributes facility within the StorageMate product, allow you
to quickly identify comon allocation patterns wi thin your
data sets, which allows you to detect groups of data sets
that are not using storage resources efficiently. Once these
groups are identified, additional options allow you to
investigate the problemgroups in greater detail.

The use of Generation Data Groups (GDGs) is hel pful to users,
but can be a burden to you. The GDG Managenent and Retention
facility within CA MCS StorageMate allows you to summari ze
the use of GDGs. The reports produced fromthis facility
allow you to identify potential problems within these groups,
such as groups allocated on too few volunes for adequate
recovery or duplicate or m ssing generations.

A simulation option allows you to deternine the effects of
proposed GDG options wi thout actually naking any changes or
novi ng any dat a.

The followi ng reports can assist you with data set standards:

Data Set Nanes

Non- VSAM Attri but es

VSAM Attri butes

GDG Managenent and Retention

[e el eNeo)

For nore information on these reports, refer to Section 4.3
of this guide.

Vol une G oupi ng

One recent trend in storage managenent is the concept of
pooling simlar DASD volunmes into a |logical entity. These

STG5130 CA M CS Storageiate

| ogi cal groups are often referred to as vol une pools, vol une
groups, or (for SMS users) storage groups. This trend is
encouraged by the rapid increase in the anbunt of data that
must be managed and al so by the appearance of automated

st orage managenent products that expect or encourage vol une

groupi ng.

Wil e volune grouping allows you nore sinplicity and better

control of the environnment, it also conplicates the tasks of
reporting and nonitoring because these are elevated fromthe
volume | evel to the volune group |evel.

The Vol une G oup Configuration, Volunme Goup Activity by

Wor kl oad, and Vol une Group Allocations by User facilities
within CA MCS StorageMate sinplify reporting at the vol ume
group level. They analyze the allocation, perfornmance, and
activity of each volume group. This allows you to track
service | evel agreenents at the volume group | evel and detect
the possible msuse of groups in certain environnments.

A sinmulation option within each of these facilities allows
easy testing of proposed changes in your volune group
definitions. This allows you to experiment with alternate
configurations and determ ne the opti num groupi ngs wi t hout
causi ng any adverse effect on your users.

The following reports can help you with vol une grouping:

o Vol ume Group Configuration
0o Vol ume Group Activity by Wrkl oad
o Volume Goup Allocations by User

For nore information on these reports, refer to Section 4.3
of this guide.

Space Availability

Space availability has historically been a concern of storage
admi ni strators because users al ways expect to have plenty of
space at their disposal. The need for this |level of service
has led to the devel opment of automated products such as
DFHSM DFSMS, and DMS/ OS that have nmade the Storage

Admi nistrator's job easier.

The StorageMate product provides several tools that help you
establish and tune many of the thresholds you nust define to
products such as DFHSM One anal ysis hel ps you to determ ne
the frequency patterns of data set usage and to estinmate the
val ues that should be used to drive your automated products
at optimumefficiency. CA MCS StorageMate al so hel ps you
verify that your automated space nanagenent tools (DFSM5 and
DVMS/ OS) are working properly and set up or nodify the
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nmgration, deletion, and rel ease threshol ds used by these
products. Wen threshold changes are required, the Space
Managerment Function Sinmulation facility allows you to
determ ne the effects of those changes before any data is
actual ly affected.

Even a well tuned storage system can experience availability
problens if it is not nonitored and adjusted regularly.

Appl i cation changes and nornal business cycles are only two
of many events that nmay change storage availability patterns.
The Daily DASD Resource Usage and Daily Applicati on Resource
Usage facilities can be used to nonitor space availability
and take corrective action before problens devel op. For
DFHSM users, the Daily HSM DASD Usage facility provides the
storage picture fromthe viewpoint of HSM This not only
provi des early warning for potential space problens, but also
allows you to nmeasure the effectiveness of HSM opti ons and
space managenent activities.

The following reports can help you with space availability:

Del eti on/ M gration/ Rel ease Threshol ds
Space Managenent Function Sinulation
Dai | y DASD Resource Usage

Dai |y Application Resource Usage

Dai | y HSM DASD Usage

[eNeNoNeNe]

For nore information on these reports, refer to Section 4.3
of this guide.

SMS M gration and Monitoring

DFSMB, DMS/ CS, and ot her autonmated products have

revol utioni zed storage adnministration. These autonated tools
al  ow each storage adnministrator to manage nore negabytes,
data sets, and physical vol unes.

These tools nmust be properly inplemented and tuned if they
are to do the job correctly. The key is proper planning and
pr eparati on.

The CA M CS StorageMate product can give you the proper |evel
of know edge about the data center and provide data useful in
deci ding how the automated tools should operate. CA MCS

St orageMate can al so nonitor your SMS i npl enentation progress
so that nmanagenent stays inforned of the status of the
mgration effort.

After DFSMS or other automated products are fully

i mpl enented, additional StorageMate facilities can be used to
monitor the efforts of these automated products. This hel ps
you ensure the products are operating as designed and qui ckly
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identifies user or systemerrors that could affect the
performance and integrity of the automated system

The following reports can help you with SMS nigration and
nmoni t ori ng:

ACS Routine Definition
ACS Test Case Creation
ACS Testing Results
SMS | npl enent ati on

SM5 O ass Usage

[eNeleoNoNe]

For nmore information on these reports, refer to Section 4.3
of this guide.

Per f or mance Managenent

Information that is stored electronically or nmagnetically
must be accessible in a tinely manner. One of the strategic
chal l enges you face is nmaintaining the perfornmance of data
sets, volunes, volune pools, and other storage entities.

CA M CS StorageMate detects perfornmance probl ens before they
become critical and affect your storage users.

Wi | e sone performance probl ens can be detected from RWVF
data, nmore specific informati on about many performance

probl ens nust be obtained froma nore detail ed storage

moni tor such as ASTEX. Some CA M CS StorageMate reports read
i nformati on supplied by the CA MCS Application Extension for
ASTEX. These reports often give very precise information
about the causes of and solutions to performance problens.

The following reports can help you with perfornmance
managenent :

Dat a Set Perfornance

Vol ume Confi guration

I/0 Activity by Wrkl oad

Dai |l y ASTEX Cache Statistics
ASTEX / Top Resource Consuners

[eNeNeoNeNe]

For nore information on these reports, refer to Section 4.3
of this guide.

Capaci ty Managenent

The growth of critical online systems and expansi on of data
across distributed networks has caused a growth in storage
requirenments simlar to the growth that has occurred in
processing power over the |ast two decades. You nust
constantly identify and track resource requirements for
critical applications and project the future growth of
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storage resource requirenments so that hardware upgrades or 1.2 - Reporting and Inquiry Facilities
dat a nanagenent plans can be inpl enented before any shortage

occurs. The StorageMate product provides a nunber of facilities that
can produce summary, detail, and other reports. These

The StorageMate product allows you to identify and nonitor reports encomnpass several aspects of storage nmanagenent,

consunption of critical storage resources at many different i ncl udi ng probl em managenent, data set standards, vol une

| evel s. groupi ng, space availability, SMS migration and nonitoring,
per formance managenent, and capacity managenent. The nanes

The followi ng reports can help you with capacity managenent: of the reports that fall into these functional categories are

provided in Section 1.1.

o0 DASD-t o- Tape Candi dates

0 Tape-to- DASD Candi dat es CA M CS StorageMate uses the CA M CS |Information Center

o Space Allocation by User Facility (MCF), an interactive inquiry facility of CA MCS,
o Monthly DASD Resource Usage to produce the reports in either interactive or batch node.
o Monthly Application Resource Usage The reports present the information in tabular and graphic
o DASD/ HSM Usage Snapshot formats that can be displayed at a term nal, catal oged for

later viewing, or printed on a hard copy devi ce.

For nore information on these reports, refer to Section 4.3

of this guide. Executi on of StorageMate reports under the M CF Production
Reporting facility is supported. Because reports executing
inthat facility have no method for obtaining options at
execution tine, all StorageMate reports are distributed with
option defaults that will be used when running under the M CF
Production Reporting facility. GCenerally, these defaults
tend to request sumary reports rather than detail reports,
and provide no special data filtering in terms of selected
sysids, volunes, etc. For sone reports, installation
defaults nust be provided. These defaults are set in the
$STGEXI T options nenmber, and are di scussed in Section 3.2 of
thi s guide.

More detailed informati on about the reports and facilities is
avail able in Chapter 4 of this guide.
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1.3 - Requirenents

The CA M CS StorageMate product requires that the follow ng
CA products are install ed:

CA MCS Platform

CA M CS Hardware and SCP Anal yzer

CA M CS Batch and Operations Anal yzer
CA M CS Space Col | ector

CA M CS Space Anal yzer

[eNeNeoNeoNe]

The follow ng products and options will extend the reporting
capabilities of the StorageMate product. |f these products
are not installed or inplenented, some reports and report
options may not be avail abl e:

o CA MCS Application Extension for ASTEX
0 HSM I nventory option for the CA MCS Space Anal yzer

Dat a Sources

As illustrated in Figure 1-1, the CA MCS database contains
many information areas. CA MCS StorageMate uses the VCA,
SCP, HAR, BAT, HSM HSB, and AST information areas of the
CA M CS database. Information fromthese areas is
integrated to give you a conplete view of the storage

envi ronment .

VTOC/ CATALOG ACTI VI TY (VCA) | NFORVATI ON AREA

The VCA information area has files that are popul ated from
the CA M CS Space Anal yzer (VCA) and Space Collector (VCO).
VCC is usually run once a day on each processing conplex. As
the name suggests, it scans DASD VTOCs and MVS system

catal ogs, extracting information about data sets and vol unes.
This information is anal yzed and summari zed into a nunber of
files.

HARDWARE (HAR) AND SYSTEM CONTROL PROGRAM ( SCP) | NFORMATI ON
AREAS

The HAR information area has files that are popul ated from
MWS RMF (Resource Measurenent Facility) records via the

CA M CS Hardware and SCP Anal yzer. These raw records are
witten by RMF at a user-specified interval. Mbst
installations use intervals such as 15, 20, or 30 ninutes as
the standard. The information fromthis area reported by
CA M CS StorageMate includes device response tinmes and I/0
rates. CA MCS StorageMate al so uses the SCP information
area in reporting.

BATCH ( BAT) | NFORVATI ON AREA
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The Batch Information Area contains information popul at ed
from WS SMF (System Managenment Facility) records via the
CA M CS Batch and Operations Analyzer. These records are
witten when certain events occur, such as the end of a job
step. Information fromthese files used by CA MCS

St orageMat e i ncludes device I/O activity by MVS workl oad and
informati on about work that was del ayed due to storage-
related failures.

HSM M GRATI ON (HSM) AND BACKUP ( HSB) | NFORMATI ON AREAS

These informati on areas contain information about user data
sets that are under control of DFHSM To use the HSM
information area, you must have inplenmented the HSM I nvent ory
option of the CA MCS Space Analyzer. This option causes the
Space Collector to interface with DFHSM during daily space
collection, and collect and wite records containing

i nfornmation about data sets migrated or backed up by DFHSM
These records are then processed on a daily basis by the

anal yzer and are used to create the files in the HSM
infornation areas.

ASTEX (AST) | NFORVATI ON AREA

The ASTEX information area contai ns DASD and cache
performance data supplied by the CA Automated STorage EXpert
(ASTEX) product. To use this data, you nust have installed
the CA MCS Application Extension for ASTEX. The data
provided in this informati on area contains very detail ed
performance information collected at the data set, vol ung,
storage group, and control unit level. ASTEX users should
review their ASTEX options carefully to make sure the
intervals and recording | evels chosen for ASTEX reporting are
granul ar enough to provide adequate detail in this

i nfornation area.

TAPE DATA ( EXTERNAL)

You can use an external interface to process data that
resides outside the CA MCS database. This interface allows
you to extract information related to your autonated tape
library, format that data set into a SAS database, and

i nclude that database in CA M CS StorageMate reports. Wile
this interface should work with nbpst common tape managenent
products, sanples are provided that are designed to support
the nost comonly used tape |ibrary nmanagenment products. See
Appendi x C for a further discussion of this facility.

TI MESPANS AND FI LES

The chart bel ow di splays the files and timespans used by
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CA M CS StorageMate in each information area. Depending on
the options or defaults used when CA M CS was installed, some
of these files may not be active in the required timespans.
In this case, you will not be able to use sonme reports until
those files are activated. Check with your CA MCS

Admi ni strator to make sure all needed files are active in the
required timespans.

I nformation

Area File Ti mespans

AST ADS DETAI L

AST AVO DAYS

BAT _JS DETAI L

BAT JOB DETAI L

BAT PGM DETAI L

BAT VDA DAYS

HAR DVA DAYS

HSB BAC DETAI L, DAYS, MONTHS
HSM M G DETAI L, DAYS, MONTHS
HSM VCL DETAI L

SCP PGA DAYS

VCA _VS DETAI L, DAYS, MONTHS
VCA DAA DETAI L, DAYS, MONTHS
VCA VOA DETAI L, MONTHS
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Chapter 2. ACCESSI NG CA M CS StorageMate

CA M CS StorageMate users may need assistance fromtheir

CA M CS System Admi ni strator when attenpting to use CA MCS
StorageMate for the first tine. Areas in which assistance
may be needed include proper security |evel access (for
exanpl e, RACF, Top Secret, ACF2), know edge of the databases
and data cycles that exist on your system and know edge
about how the CA M CS Wirkstation Facility (MAF) is accessed
at your site. Information about accessing CA MCS
StorageMate is presented in the foll owi ng subsecti ons:

1 - Security Authorization
2 - Database Information
3 - Levels of Summari zation
4 - CA MCS Update Schedul e
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2.1 - Security Authorization

Users need the authorization to read both CA MCS
"sharedprefix' and 'prefix' data sets. These are the

dat abases and files that constitute the CA MCS dat abase.
Because CA M CS StorageMate uses the facilities of both | SPF
and M CF, you will need authority to use both of those
facilities. Many facilities within CA MCS StorageMate
support the use of data froman external data set, referred
to as the Work Data Set. (This is a product-specific data
set, not to be confused with a SAS Wrk Data Set.) You nust
have security authority to allow you to create and update
this data set, although it is not required that the data set
have any specific nane structure. |If you plan to include
tape information froman external data set, you may want to
verify that you have read access to this data set.

Most of these authorization needs should be satisfied by
contacting your CA MCS System Admi ni strator, your security
admi ni strator, and/or your TSO admi nistrator.
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2.2 - Database Information * These files are only required if you want to use certain

reports distributed with the StorageMate product. |f these
The CA M CS database is a repository of many types of sources are not installed, you can still install and use
information. For CA MCS StorageMate, the data of nost CA M CS StorageMate, but sone reports and report options
interest includes RW, SMF, VTCC, HSM ASTEX, and catal og will not be avail abl e.

data. Al of these data sources are kept at the DETAIL
|l evel, and al so sunmari zed at the DAYS, WEEKS, and MONTHS

| evel s. Each of these levels, or 'tinmespans' as they are Anot her inportant itemof information you will need is the
called in CA MCS, contains a different view of your data and list of valid CA MCS database Unit IDs for your installation
can be used to answer different questions about your resource and a sutmmary of the files and cycles contained in each.
utilization. Because you may want to retain much of this Make a note of this and keep it handy for future reference.
data for several days or nonths, each of the files in each of You will need it to run the facilities within the CA MCS
the timespans may exi st in a nunber of generations or cycles. St orageMat e product.
For exanple, if you decided to keep ten cycles of RVF data in The CA M CS dat abase conpl ex can be segnmented into different
your DETAIL timespan, these cycles would be nunmbered from1l units to minimze operational problenms, such as the
to 10. Cycle 1 would contain the data fromthe nost current coordination of incomng transm ssions fromrenote data
day, and Cycle 10 would contain data fromten days ago. The centers. Think of the conplex as a partitioned data set
next time you run CA MCS, the new data would be stored in (PDS), with each individual informational unit being simlar
Cycle 1, existing Cycles 2-9 would bunp up (or be 'aged') by to a menber within the PDS. Files within these units m ght
one nunber, and Cycle 10 woul d be deleted. This cycle equate to records within each PDS nenber. Each of these
structure exists for every infornmation area and in every unique units is identified in the CA MCS system by a one-
ti mespan. The nunber of cycles maintained for any given file character identifier, known as a Unit database ID (Unit
in any given tinmespan can vary, and is set by your CA MCS DBI D) .
System Admi ni strator. A thorough understanding of the
structure and content of the database is central to the use An exanpl e mght be to have the follow ng configuration of
of CA M CS StorageMate. CA M CS products and unit databases:
Files used by CA MCS StorageMate include a ninimum of one CA M CS | nformation Uni t Data Center
cycle in the indicated tinmespan for each of the foll ow ng Area Dat abase Locati on
CA M CS product files: e oo
SMF, RWF, AST D Dal | as
DETAI L VCA, HSM \Y Dal | as
SMF, RMF N New Yor k

Application Extension for ASTEX* - ASTADS VCA, HSM AST Y New Yor k
Bat ch and Operations Analyzer -  BATPGM BATJOB, BAT_JS
Space Anal yzer - VCADAA, VCA VS, VCAVQA These unit ID letters tell you where to find the data you
HSM | nventory Anal yzer Option* - HSMM G HSWOL, HSBBAC will need to run your inquiries. For exanple, to run a

report that requires only VCA data fromthe New York center,
DAYS use DBID Y. To run the same report for Dallas, specify DBID

V. To conbine VCA data fromboth centers in the sane report,
Application Extension for ASTEX* - ASTAVO specify both Y and V.
Bat ch and Operations Analyzer - BATVWDA
Har dware and SCP Anal yzer - HARDVA, SCPPGA
Space Anal yzer - VCADAA, VCA VS
HSM | nventory Anal yzer Option* - HSMM G HSBBAC
MONTHS
Space Anal yzer - VCADAA, VCA VS, VCAVOA
HSM | nventory Anal yzer Option* - HSMM G HSBBAC
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2.3 - Levels of Sunmarization

If you are newto CA MCS, you may not know that it provides
several views of your data and perforns automatic

sunmari zati on of the data at each higher view The |evels of
informati on i ncl ude DETAI L, DAYS, WEEKS, and MONTHS. The
DETAIL | evel contains the unsummari zed data, but in a fornmat
that is nuch easier to use than the original form At this

| evel you can get information about individual RWF intervals,
i ndi vi dual jobsteps, and individual data sets. The DAYS
level is the first level of summarization. It nornmally is
sumari zed by hour. Therefore, if your RMF interval is 15

m nutes, each hour record in the database will be
representative of four original interval records, but wll
sunmari ze the activity on your system for one hour.

Each file in each timespan can exist in several generations,
or cycles. The nunber of cycles per file per tinespan is
defined by your CA MCS System Administrator. The nunber of
cycles kept is usually influenced by the ambunt of storage
space required by the file. Larger files nornally have fewer
cycles kept, to mninize the space requirenments of CA MCS.
Many of the files used by CA M CS StorageMate are usually
small in size, so several cycles could be maintained with a
m ni mum of i npact.

You shoul d obtain the normal processing schedul e for your
installation fromyour CA MCS System Admi ni strator. You can
then be assured that you are view ng and anal yzing the data
you want .
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2.4 - CA MCS Update Schedul e

There are two basic methods of collecting storage data with
the VCC scan job: (1) run it daily during off hours or, (2)
run it periodically during the day to get finer granularity
of information. For example, sone installations conbine the
two methods, scanning tenporary storage pools hourly and
scanni ng pernmanent VSAM DB2, and QSAM pool s at mi dni ght.

If your installation runs multiple scans in a day or
processes nultiple days within one cycle (for exanple,
process Saturday and Sunday scans together), there is a
custom zati on option you should be aware of. This has to do
with the way the product deals with repetitively collected
data. For exanple, if you scan your tenporary storage pool
at the start of each of your three daily shifts, each cycle
will contain three observations for each volume within this
pool. Attenpts to use this data with StorageMate reports

wi || produce results showi ng three entries for each of these
volunes. To avoid this problem CA MCS StorageMate provides
an option that can be set to elimnate this repetitively
collected data. This option will either accept the | atest
time found in the input data and ignore all others, or it
will use the latest time found for each individual volunme or
data set. The default option distributed with CA MCS

St orageMat e does not allow repetitively collected data to be
checked. |If you have repetitively collected data residing in
each data cycle, as described above, you nust make a change
during the installation of the product to avoid having data
repeated in your reports. Section 3.2 of this guide gives
the details on how to nake the change.
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Chapter 3. CUSTOM ZI NG CA M CS St orageMat e 3.1 - Defining Data Sets and Options

Informati on on custom zing the CA MCS StorageMate product is There are two external data sets that need to be identified
presented in the foll owi ng subsections: to CA MCS StorageMate by each individual user before they
attenpt to use the product. These data sets are the:

1 - Defining Data Sets and Options

2 - Establish dobal Processing Options o Wrk Data Set

3 - Executing a Sanple Inquiry 0 Tape Data Set

4 - Volune Goup Tabl es

5 - Data Set Group Tables A space reporting option also needs to be set, so StoragehMate
6 - Bypassing the Execution Run Tinme Screen wi Il know which nmethod to use when reporting space usage for
7 - Setting Up Your JCL Defaults data sets managed by HSM

8 - Setting Up Your Graphic Defaults

9 - Data Filtering The functions of these data sets and options, and the

10 - How to Enabl e Neugents technology in CA MCS procedure for defining themto CA MCS StorageMate are

descri bed bel ow.
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The Work Data Set
ALLOCATI NG THE WORK DATA SET

Bef ore using CA M CS StorageMate, you nmust allocate a data
set that communicates with the StorageMate product. This
data set, known as the Work Data Set, is a PDS that contains
Vol une Group Tables, Data Set G oup Tables, generated JCL,
data set nanme pattern masks, the sanple ACS routines created
fromthose masks, and other input or output nmenbers
associated with other StorageMate facilities.

The Work Data Set is defined by choosing the "Data Sets and
Processing Options" selection fromthe StorageMate and M CF
Options nmenu, and then conpleting the "Wrk data set" area on
the panel. The default Work Data Set nane is

"userpref.M CSSTOR CNTL", where userpref is the default
prefix for your TSO Userid. You can change this default nane
to any valid TSO data set name. |f you specify a data set
nane that has not yet been created, you are shown a secondary
al l ocation panel that creates the new data set for you.

(This panel is simlar to | SPF option 3.2). You should al so
establish the practice of periodically conpressing the Wrk
Data Set, and renovi ng outdated or superseded nenbers.

WORK DATA SET | NTEGRI TY

St orageMat e users must recogni ze the inportance of the Wrk
Data Set, and know that it is not automatically backed up by
CA MCS. |If you do not have a regul ar backup procedure in
pl ace for these types of data sets, you may want to build
sone backup jobstreans and have them executed on a regul ar
basis either by the users or by a product admnistrator.
Wil e many types of products can be used to performthis
backup, the exanple shown bel ow uses the | EBCOPY utility to
back up a Wrk Data Set to tape:

/1 BKUPJOB JOB (accounti ng- paramnet ers)

/ | BKUPWDS EXEC PGWEI EBCOPY

I1*

/1* PRI VATE WORK DATA SET BACKUP TO TAPE

I1*

/1 SYSPRINT DD SYSQUT=*

/1 SYSUT1 DD DI SP=SHR, DSN=user pr ef . M CSSTOR. CNTL
/1 SYSUT2 DD DSN=user pref. M CS. M CSSTOR. CNTL( +1),
I DI SP=( NEW CATLG, DELETE) , UNI T=uni t,

I DCB=(user pref. M CSSTOR. CNTL),

/1 LABEL=( 1, RETPD=360)

/1 SYSUT3 DD UNI T=SYSDA, SPACE=( TRK, (3))

/1 SYSUT4 DD UNI T=SYSDA, SPACE=( TRK, ( 3))

/1 SYSIN DD *

COPY | NDD=SYSUT1, QUTDD=SYSUT2
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The Tape Data Set
CREATI NG THE TAPE DATA SET

VWi le no information about the tapes in your tape library
currently exists in the CA MCS databases, a nethod has been
provided for optionally including this information in sone of
the reports produced by the CA M CS StorageiMate product.

You nust first extract information about your tape library
and place that information in a data set available to CA MCS
StorageMate. Appendix C of this guide provides full details
on the creation of this data set. Wile this data set nmay be
prefixed with a TSO Userid, consider using a common prefix if
multiple users will be running CA MCS StorageMate and
accessing the data. Note also the data set will need to be
refreshed regularly if you want it to contain the nobst
current information about your tape library. You may want to
schedul e a daily production job that will do this, if you
plan to use the data fromthis data set on a daily basis.

SPECI FYI NG THE NAME OF THE TAPE DATA SET

Once the external tape data set has been built, you nust
supply its nane to CA MCS StorageMate. Choose the "Data
Sets and Processing Options" selection fromthe StorageMate
and M CF options menu, and then conplete the "Tape data set"
area of the panel. The first time you invoke the option, the
default name of the tape data set will be

"userpref.M CSSTOR EXTAPE', where userpref is the default
prefix for your TSO Userid. Replace this nane with the nane
you chose for your Tape Data Set. The nane you specified
will be saved in your profile and will be used whenever you
specify that tape information be included in a StorageMate
report. Even if your Tape Data Set is created using the
default nanme shown above, you nust still use this option
screen to update your profile with the correct nane.

Each individual user of CA MCS StorageMate nmust performthis
step if they want to use tape data. Once your Tape Data Set
i s defined, you need not be concerned about this option again
unl ess the nane of the Tape Data Set changes, or you change
your TSO Useri d.

Specifying a tape data set nane does not automatically
include tape data in all future StorageMate reports.

Whenever you execute a StorageMate report that supports input
frommultiple sources, you are given the option on the report
screen to specify the report sources that should be used for
that report execution.

STG5130 CA M CS Storageiate

HSM Space Reporting Options
OPTI ONS AVAI LABLE FOR HSM SPACE REPORTI NG

St orageMat e supports reporting for data sets that are under
control of HSM Data sets fall under HSMcontrol in one of
two situations. |In one case, data sets that have not been
referenced recently have been noved from your online or
"primry" volunes to HSM migration volunes. In the second
case, one or nore backup copies of the data sets on your
primary vol umes have been nade on the HSM backup volunes. In
ei ther case, the space used on the HSM vol unes for storing a
data set is probably far |less than the original amunt of
space allocated by the data set on the primary volune. This
i s because HSM uses such techni ques as conpression and data
packi ng, and does not allocate any nobre space than is
necessary to contain the data.

CA MCS maintains three different values to indicate the
anmount of space allocated by a data set under HSM control,
and StorageMate nmay be set to use any of these options when
reporting space allocated by data sets on HSM vol umes. These
three values and their neanings are as foll ows:

ACTUAL - refers to the actual anmount of space being used on
the HSM volune to contain the data.

PRI MARY - refers to the original amount of space that was
al located on the primary volume by the data set before HSM
took control of it.

ESTI MATE - indicates an estimate of the anount of space that
woul d be required if HSM noved the data set back to a prinmary
vol une.

SELECTI NG THE REPORTI NG OPTI ON

Once you have sel ected one of the options described above,
you nust indicate your choice to CA MCS StorageMate. Choose
the "Data Sets and Processing Options" selection fromthe

St orageMate and M CF options nmenu, and then conplete the "HSM
space val ue" area of the panel with one of the three keywords
shown above.

The option you have selected will then be used for all future
HSM space reporting until you change it to a different val ue.
When you run a StorageMate report that includes HSMdata, a
message in your M CSLOG output report will remnd you of the
option you are currently using. Running the sane report with
di fferent HSM space options is a good method for doing

di saster recovery planning, or for measuring the

ef fectiveness of HSM processi ng.
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3.2 - Establish d obal Processing Options

The activities described in this section must be perforned
when the CA M CS StorageMate product is installed. They can
be perforned | ater, however, if you want to change any of the
gl obal processing options. Do this with caution, however,
because these changes will apply to all users of the product.

If you are installing the StorageMate product for the first
time, do not performthe activities described in this section
until directed to do so by the checklist in Appendix B.

The gl obal options described here are set by the person
installing the product and will affect the way the product
operates for all users. Each global option is set by

nodi fying a menber called $STGEXIT that resides in the

shar edprefix. M CS. SOURCE data set. Review each suggested
change below to see if they apply to your installation. You
may want to contact your CA M CS System Administrator if you
have questions about them Before naking any of the changes
suggest ed bel ow, save an original copy of your $STGEXI T
menber in your sharedprefix. M CS. LOCALMOD. CNTL data set.

Debuggi ng Opti ons

A statement within the $STGEXIT menber appears as fol | ows:
%.ET STGDEBUG = N;

This statenment sets CA M CS StorageMate debug node to active
(=Y) or inactive (= N). Currently, the only function of
debug node is that it issues a warni ng nessage when it
detects a data set nane that is not found in a specified Data
Set Group Table. You may consider activating debuggi ng node
(=Y) when defining your initial Data Set G oup Tables and
then deactivating it (= N later.

SAS Source Options

A variabl e named STGSASOP is defined within the $STGEXI T
menber and is used to set the SAS source options for every
CA M CS StorageMate report that is requested. As defined,
the STGSASCP vari abl e contains no option statenents. |If you
want to permanently nodify the SAS execution options for all
CA M CS StorageMate reports, you can set the STGSASCOP
statenent to include the options that will appear on the SAS
OPTI ONS statenment. The word OPTIONS should not be coded, but
only a list of the options that will be activated. A conmon
use of this facility would be to request the printing of
source statenents before calling the support group for a
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det ected probl em
foll ows:

An exanpl e of how you night do this is as

%.ET STGSASOP = SOURCE MACROGEN;
Use of Asterisk for Data Filtering

The CA MCS StorageMate Data Filtering panel allows the
filtering of several data elements that contain character
val ues, such as data set nanme or volune serial nunber. This
panel will also allow generic specification of character

val ues, al so known as prefixing. The way the product is
distributed, this generic specification is requested by using
an asterisk as the |ast character specified. For exanple,
you can select a report and ask for filtering by volunme and
specify the follow ng val ues: SYSRES SPOOL1 TSO* | Ms5*.
These val ues woul d then select volunmes with serial nunbers
SYSRES, SPOCOL1, plus any nunbers with the prefix TSO or | Ms.
Speci fying TSO w thout the asterisk would only select a
volunme if it had a serial nunber of TSO followed by three

bl anks. Wile this is not common in nost installations, it
i s possible.

The use of an asterisk was chosen for consistency. Many
ot her | SPF and storage nanagenent products use an asterisk as
the last character to indicate a generic or prefix val ue.

An option is provided, however, that makes CA MCS

St orageMate al ways treat every value as a prefix, elimnating
the need to enter an asterisk as the last character. Find a
statenent in the $STGEXIT nenber that appears simlar to the
fol | owi ng:

% ET STGASTER = Y;

As distributed, the value of 'Y indicates that an asterisk
nmust al ways be coded as the | ast character of a filtering
value if it represents a prefix. Change this to'N if you
want all short values to be considered prefixes.

Duplicate Data Options

The StorageMate product is distributed assum ng that no
repetitive data will exist in any of the data files used by
the product. Mbdst installations run VCC once per day and
convert that data into a VCA cycle. Sone installations,
however, have chosen to run VCC nultiple times throughout the
day and have all that data conmbined into one VCA daily run
and one VCA/HSM cycle. An option is present in CAMCS
StorageMate that can elimnate this repetitive data, but this
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option nust be requested. Locate the statenent within the
$STCGEXI T nmenber that appears simlar to the follow ng:

%.ET STGREPOP = NONE;

Change the value followi ng the equal sign (=) to be one of
the foll ow ng:

NONE

Thi s option causes no checking to be done for repetitively
collected data. Code this option if each VCA cycle
represents only one execution of VCC for each system

VERGE

Code this option to nerge all data so that only the | atest
time stanp for each volume or data set will be included.

For exanple, if you ran VCC at noon for volunes A and B and
at 6 p.m for volunmes B and C, the noon data for volune A
and the 6 p.m data for volunes B and C would be incl uded
in the analysis. This is probably the best option to use if
you have repetitively collected data.

LAST

Code this option if you want only data fromthe |last tine
stanp found within the data to be used in the analysis. For
example, if you ran VCC at noon for volunmes A and B, and at
6 ppm for volunes C and D, only data for volunmes C and D
woul d be included. Use this option if you run VCC

t hroughout the day for selected volunes, and then at the end
of the day for all vol unes.

As distributed, this option is set to NONE, so that no
checking for repetitively collected data is performed. Note,
however, that there is one exception to this process. Sone
St orageMate reports allow you to enter a range of cycle
nunbers when you specify the report options. In this case,
if you request multiple cycle nunbers you woul d get
repetitively collected data, even if each VCA cycle
represents only one execution of VCC. To avoid this problem
CA M CS StorageMate will automatically invoke the MERGE
option if:

1) Option NONE was specified or defaulted in the
$STGEXI T nenber and

2) A range of cycle nunmbers was entered on the report
opti ons panel when executing a report.

If you code an option to elimnate duplicate data and no
duplicates are found, there will be no effect on the final
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output. Note, however, that extra processing steps are added
for this feature that will use nore tine and resources than
woul d be used if STGREPOP was set to NONE.

Report Titles

The default title lines appearing at the top of each CA MCS
StorageMate report are all defined in the $STGEXIT option
menber. Thus, you can change these definitions if you want
to have alternate titles on your reports. Use this option
with caution, however, as it will apply to all reports
executed by all users of the product. Note also that an
alternate title nay cause confusi on when requesting technical
support for a problemw th one of your reports.

The default titles that appear on each report are in the
follow ng format:

(title 1) Report Title (REPORT-ID)
(title 2) CA MCS StorageMate Vx.x - Specific Report
(title 3) Installation Name - Date

Most of these defaults can be changed by nodifying control
statements in the $STGEXI T menber. The statenents shown

bel ow al ready exist in $STGEXI T, and just need to be nodified
to contain the correct val ues:

(#1) 9%.ET STGExx01
(#2) 9.ET STGEXxyy
(#3) 9%.ET STGITLO2
(#4) 9%.ET STGITLO3
(#5) 9%.ET STGITLDT

Report Title;

Specific Report;

CA M CS StorageMate VXx. X;
Installation Naneg;

NO,

Li ne #1 exists for every separate StorageMate report, and
specifies the value of the title 1 line. STGExx represents
the unique Report ID (MCF ID of each report.

Li ne #2 exists for those reports that support a nunber of

di fferent output reports, such as a SUWARY report and a
DETAIL report. The value STGExx is as described above, while
the yy portion will be a numeric value 02-99.

Li ne #3 specifies the default value for title 2. The default
is the nane of the StorageMate product, and its current
ver si on nunber.

Line #4 specifies the default value for title 3. The default
is the nane of your installation, as specified by your
CA M CS Adninistrator when CA MCS was installed.

Li ne #5 specifies if the date should appear in the 3rd report
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title line. Specify a value of YES or NO Dependi ng on your
SAS options, SAS may print a date, tine, and page nunber in
the upper corner of each report page. But if this option is
not active, you may want to activate this option and print
the date on the 3rd title Iline.

For col or graphics, you always have the option of changing
title lines 2 - 4 on the report option panel. You should
probably not use these global options for color graphics
changes, unless you want these changes to apply for all
users, or you cannot get the titles you desire with the
options provided.

Production Reporting Options

Al StorageMate reports will execute in a MCF Production
Reporting environment. This is done by setting certain
defaults that will be in effect for each report that is

sel ected for production reporting. There are sone defaults,
however, that could never be set in a way that woul d be
satisfactory for all users. One exanple is if a report was
needed to access a Wrk Data Set. For this reason, sone
defaults are set by options in the $STCEXI T nenber.

If you are planning to use sone of the StorageMate reports
under the M CF Production Reporting facility, you may need to
define sone production data sets and define those data sets
to the $STGEXIT nmenber. A description of these options is
not given here. If you are planning to use M CF Production
Reporting with this product, please edit the $STCEXI T nmenber
and | ook for the comment relating to options for the MCF
production reporting facility. Review the options under that
headi ng and neke any necessary changes. The function of each
option will be described by the conments in the nenber.
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3.3 - Executing an Inquiry

This section is designed to guide you through your first use
of CA MCS StorageMate. It should be foll owed by every new
user of the product. It will |lead you through one of the

| ess conpl ex reports provided by the product, so that you can
start to get acquainted with the ook and feel of the CA MCS
StorageMate panels and facilities. For nmaxi mum benefit, you
should follow the steps in this section while at your
termnal .

Al'l StorageMate reports include online tutorial panels
that can optionally be displayed as you are requesting a
report. Full details about the reports thenselves are
contained in this guide.

The StorageMate product uses the CA MCS Wrkstation Facility
(MAF) to provide online capabilities for specifying
operational paranmeters and selecting reports. If you are a
first time user of MAF, refer to the PIOM Section 3.3.6
(Setting Up the CA MCS | SPF Environnment) and Section 4.14
(CA MCS Wrkstation Facility (MAF)).

The procedure for executing a sanple inquiry:

1) Make sure the CA MCS StorageMate product has been
install ed successfully on your system |f you are unsure
about this or if you get any unexpected errors or error
messages during this procedure, contact your system
admi ni strator.

2) Sel ect the Managenent Support Applications option from
the MAF primary panel (shown in Figure 3-1) by typing the
appropriate nunber in the Option area of the panel and
then press the ENTER key. Contact your system
administrator if you are unsure how to display this
panel .
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Option ===>

B w N o
'

Document ati on Access (DCC)

Browse, print, and/or cross reference CA MCS docunentation.
CA M CS Information Center Facility (MCF)

Conpose and/or replay CA M CS database inquiries.

SAS Wth CA MCS Libraries (MAS)

Use interactive SAS with CAMCS libraries and nmacros.
Managenent Support Applications (APPL)

Accounting and Chargeback, Capacity Pl anner,

Per f ormance Manager and St orageMate.

CA M CS Adnministrator Facility (MAF)

Operational status and tracking, installation, nodification,
mai nt enance, and aut hori zati on.

Tut ori al

Exi t

Figure 3-1. CA MCS Wrkstation Facility Menu

3) A panel should now appear with the title "Managenent
Support Applications"” on the first Iline. Select
"StorageMate" fromthis panel (shown in Figure 3-2) by

typing the appropriate nunber in

panel . Then press the ENTER key.

the Option area of the
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---------------------- Management Support Applications ---------------------

2 - Accounting and Chargeback
Modi fy paraneters, execute operational jobs, access Enterprise
I'S Financial reporting, and enter application files data.

3 - Capacity Pl anner
Define and update capacity pl anning database files and perform
forecasting anal ysis.

4 - Performance Manager
Anal yze performance of M/S systens.

5 - StorageMate
Report and anal yze storage resources.

Fi gure 3-2. Managenent Support Application Menu

4) The prinmary StorageMate panel should now appear. This
panel has the title "StorageMate" on the first |line and
is the first panel you will see when you enter the
St orageMate product. Fromthis panel, select option O to
build your Wrk Data Set as discussed in Section 3.1.
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Command ===>
Pl ease use Option O to define your Wrk Data Set
bef ore conti nui ng
0 - Storagemvate and M CF Options
Revi ew Mbdi fy StorageMate and M CF Options
and Defaul ts.
===> 1 - Storage Adnministration
Manage Probl ens, Data Sets, Vol une Pool s,
and Space Availability.
2 - Perfornmance Managenent
Moni t or St orage Perfornmance.
3 - Capacity Managenent
Anal yze St orage Resource Usage.
4 - SM5 Mgration and Tracki ng
Pl an, |nplenent, and Monitor System Managed
St or age.
5 - Reports and G aphics
Revi ew Reports and Graphics Saved Previously.
T - Tutorial
X - Exit

Figure 3-3. StorageMate Primary Panel

5) The next step is to select the report area you want to
use. For this example, enter the nunmber 1 in the
Command area of the StorageMate Prinary Panel and press
ENTER This tells CA MCS StorageMate that you want to
sel ect Storage Adm nistration functions.

6) A panel should now appear with the title "Storage
Admi ni stration" as the first title line. This is the
mai n panel fromwhich all functions related to Storage
Admi ni stration can be selected. For this exanple, enter

the nunber 1 in the Cormand area and press ENTER Thi s
tells CA MCS StorageMate that you want to sel ect Problem

Managerment. |f you have not defined your Wrk Data Set,
the panel will display a nessage telling you to use
Option 0 to do so before conti nuing.

7) A panel should now appear with the title "Problem
Managenent" as the first title line. For this exanple,
enter the nunber 2 in the Command area and press ENTER
This tells CA MCS StorageMate that you want to sel ect
Vol une Probl ens.

8) Dependi ng on how your options have been set, you nmay see

a panel at this point with the title "M CF Execution."

This represents the options that MCF will use to execute

9)

10)

11)

12)

the Vol une Problens report you have just sel ected.
Section 3.6 explains how to bypass this panel once you
have set the options to neet your specifications. |If
this panel is displayed, the nost inportant itemto
conplete is the Inquiry Execution Mdde section. Myve

the cursor to this area and enter FOREGROUND (or just the
letter F). Then press ENTER

A panel now appears with the title "Volune Probl ens."
This is the StorageMate panel used to indicate the
options that should be in effect for this particul ar
execution of the report. Each report produced by CA MCS
StorageMate has a panel simlar to this one. Running the
sane report with different execution options will often
give you many different views of your data and can be
used to solve many different types of problens.

Type the word HELP in the Command area of the panel and
press ENTER (or press the HELP Program Function Key).
This displays a series of tutorial panels that explain
the function of this report and explain the rules for
conpl eting the execution options panel. Each CA MCS
StorageMate report cones conplete with a set of tutorial
panels simlar to these to assist you in running the
report and understanding its function. After using the
tutorial feature, press the END Program Function Key (or
type END in the Command area and press ENTER) until you
are back at the Volune Problens execution options panel.

The next step is to specify the options that should be
used for producing the Volune Problens report. These
options are specified on the execution options panel
currently being displayed. Each StorageMate report has
an execution options panel simlar to this one. The
ability to change the options before executing the report
allows you to run the same report several tines with

CA MCS Input Definition section of the panel identifies
the CA MCS data that should be read as input to the
report. Specify a question mark (?) in the Unit DBI D(S)
section of this panel and a nuneric value of 01 in the
Cycl e section. The Report Options section of the panel
al  ows changes that affect the output that is produced by
the report and the appearance of that output. This
report has only one option and that is to produce a
jobstream that could be used to correct certain problens
di scovered by the reporting program For this particular
exanpl e, leave all the selection areas in the Report
Options section bl ank.

In this exanple, you placed a question mark (?) in the
Unit DBID(s) area because you did not know the units that
are valid for your installation. |If only one unit is
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valid, the one-character DBID value will be placed in the

Unit DBID(s) area and the Vol ume Probl ens execution panel 16) When you sel ect FOREGROUND execution, there is a slight

wi Il be displayed again. You must then use the END key delay while allocations are perforned, SAS is invoked,

again to start report execution. |If nore than one unit and the report is produced. After a short tine, the

has been defined, a panel with the title "Data Base report shoul d appear at your terminal. You can use the

Sel ection” will be displayed. Al of the units that are | SPF UP, DOWN, LEFT, and RI GHT keys (or commands) to

valid for your installation will be displayed on the browse through the report. Wen you have fini shed

panel. Move the cursor down the left side of the panel exam ning the report, you should keep pressing the END

and place a S next to the unit containing the VCA data key to get you back one level, until you are all the way

you want to use as input to this report. Then press the back to the Workstation Facility (MAF) main panel.

ENTER key.

You have just conpleted your first StorageMate report. You

13) Notice the key | egend that appears as the last |ine of can now expand on the know edge just |earned to request other

the panel. It lists and briefly describes the functions reports and try other options. |If questions occur during

of the keys that are valid for this panel. Notice that this process, remenber to use the tutorial facility or the

the DOM key is valid for a function called Filter. This report descriptions in this guide. |If you had problens

function allows you to filter, or subset, the input data generating your report, or it did not operate as expected,

that will be used for the report. For exanple, you may contact your systemadministrator. You may have specified an

want to exclude data for volunes with a serial nunber option incorrectly or your MCF options nay not be set

prefixed with "SYS", or include data sets created within correctly. Your system administrator should be able to help

the last 30 days. Use the DOM key to display the you with either of these problens.

StorageMate Data Filtering panel. This panel is conmon

to all reports, although the type of filtering varies for Accessi ng StorageMate Reports through M CF

each report. Notice that the panel has three colums; = --------mmmmmm oo
all will accept up to 18 rows of filtering statenents.

Each statement consists of an Elenent to be tested, the The CA M CS StorageMate product is designed to guide you
conpari son Cperation to be done, and the Val ues agai nst through nornal storage administration functions with a group
which the element will be tested. No actual data will be of selection nenus organi zed by storage function. This
filtered for this exanple, but you may want to use the provides a results-oriented approach for those who may be new
HELP function to |l earn nore about the filtering options to the StorageMate product, or to storage administration in
avail able. \Wen you are finished with the filtering general. If you are a nore experienced StorageMate user, or
panel, follow the key |l egend at the bottom of the panel, if you know the specific StorageMate report you want to run,
and use the UP key to return to the main report panel. an alternate nmethod of accessing reports is provided through
MCF. In order to do this, you nust select the MCF option
14) When you have conpl eted the execution options panel, you fromthe MAWF (CA MCS Wrkstation Facility) menu. After you
can either press ENTER or the END Program Functi on Key. enter the MCF facility, select the Data Base Inquiries
If you press ENTER, the values you entered will be option. Display the inquiries in the STORAGE Catal og G oup
val i dated but report execution will not begin. If you of the Shared catalog. All the StorageMate reports should
use the END key, the values you entered will be now be listed, and you may sel ect and execute the report or
val idated, and then report execution will begin if all reports you desire. |If you have questions about using this
values are valid. You may want to use ENTER to nake sure procedure, contact your system adm nistrator.

the values you entered are correct, followed by END to
start the report. O you nmay just want to press END
directly. For this exanple, press the END Program
Functi on Key.

15) When report execution begins, the Vol une Problems panel
wi || di sappear and several status panels will be
di spl ayed. These panels contain a |arge coment block in
the middl e of the screen describing what is being done.
A message in the upper right-hand corner of the panel
al so gives additional information.
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3.4 - Volume Group Tables

Your duties have grown nore conplex as the nunber of DASD
vol unes installed has increased. Wile nanagenment on an

i ndi vi dual volunme basis is possible with a few dozen vol unes,
it becomes nmore compl ex when the nunber of volumes grows to
several hundred or nore. This managenent task is al so
conplicated by the fact that several different types of
devices may be installed at any one tine.

One concept that has evolved to assist in the conplex task of
managi ng nmany vol unmes is the volunme group. A vol une group
represents a series of volunes with a common functi on.

Exanpl es of common vol ume groups mght be as follows:

MS vol umes used for pagi ng

Al'l dedicated vol unes bel onging to payroll
Vol umes used for new TSO data sets

Vol umes used for tenporary work space

[eNeleoNeo)

Several of the facilities within CA MCS StorageMate all ow
you to report at the volune group |level. This nakes
reporting nore effective, because it is based on the LOd CAL
function being performed by each group, rather than by the
PHYSI CAL identification of a single volune.

The vehicle used to conmmuni cate your vol ume groups to CA MCS
StorageMate is a Volune G oup Table. This table is always
required if you want to use reports that do vol unme grouping
and you are in a non-SMS environment. For SMS users, each
volume controlled by SM5 is assigned to a Storage G oup.
StorageMate will use any non-bl ank Storage G oup nane found
in the data as the volune group nane. Thus, SMS users only
require a Volume Group Table to assign groups to those

vol unes not managed by SMS. The one exception to this is the
SMB user that desires to sinulate the effect of Storage G oup
changes, as a Volume Group Table can also be used to perform
this function.

In sumrary, users desiring to use volume grouping reports
will need to define Volume G oup Tabl es under three
condi tions:

1) No volunes are nanaged by SMS.

2) Sone vol unes are nmanaged by SMS, but grouping is also
desired for the volunes that are not managed.

3) Vol unmes are managed by SMS, but the user wants to ignore
the SM5 Storage G oup and group all volumes by nmeans of a
Vol une G oup Tabl e.
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After you have defined your Wrk Data Set, you can use
options fromthe CA MCS StorageMate and M CF options nmenu to
create and maintain your Volunme G oup Tabl es.

Even though nmost users will only need to define one Vol une
G oup Table, you can create as nany as you need. You may
want to have separate tables for nmultiple sites or to have
multiple tables that give different views of the sanme vol unes
at one site. Note, however, that each execution of a CA MCS
StorageMate report can only access one Vol ume G oup Tabl e.

As already stated, installations that have fully inplenented
SM5 may not need to define Volume Group Tables. This is
because the SM5 Storage G oup assigned to each volune is used
by CA M CS StorageMate as the Volume Group. Unless you are
using a Volume Group Table designed for sinulation, CA MCS
St orageMate only uses the table if the volunme being processed
has no Storage Group nane assigned to it (that is, the
STORNAME dat a el enent val ue contains blanks). This nmeans
that users of SMS or any other systemthat supplies a value
to STORNAME may not need to define Volune Goup Tabl es.

SM5 users may want to use Vol une G oup Tabl es under the
foll owi ng conditions:

0 Even installations with full SMS inplenentation wll
probably have some volumes that are not controlled by SM5,
such as system vol unes or JES volunes. You may want to
define a Volunme G oup Table just to assign Volunme G oups to
these volunmes. Wen creating this type of Volune G oup
Tabl e, specify on the options panel used to create the
tabl e that SMS-nanaged vol unmes should NOT be included. The
use of this option will cause only those volunes with no
SM5S Storage Group assigned to be included in the Vol une
G oup Table that is generated. It will then only be a
sinple matter to update the Volume Group Table and assign
group nanes to the few volunes that are not controlled by
SIS,

0 SMS installations can use Volume G oup Tables to simulate
alternate Storage Group configurations. Users would first
generate a Vol une Group Table using the full 6-character
Vol ume Serial Nunber, and specifying that SMS vol unmes
SHOULD be included. This wll create a Volune G oup Table
with all volunes represented, and with the SMS Storage
G oup nane for each volune presented as the Vol une G oup.
It wll also cause the table to be searched for all
vol umes, includi ng SM5-nanaged ones. You should then edit
the Vol une G oup Tabl e and make the necessary changes to
Storage G oup assignnents. After this nodification, you
may want to run multiple StorageMate reports, changing the
table definitions until you achieve the desired results.
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The ability to update the Volune G oup Table allows you to
simul ate many different conbinations of Storage G oups
bef ore maki ng any actual changes to your vol une groupings.

Pl ease note again the effect of the SM5 vol une option when
using CA MCS StorageMate to build a Volume Goup Table. If

you specify "N (No), only volunes not nanaged by SM5 will be

included in the table, and use of that table will cause the
table to be searched for unmanaged volunmes only. |[|f you
specify 'Y (Yes), all volunes will be included in the table,
and use of the table will always cause the table to be
searched for all volumes, including managed ones.

Installations that are mgrating to SM5 can use CA M CS
StorageMate to sinul ate Storage G oups before they are

actually inmplemented. This sinulation enables you to use the

St orageMate product to assist in the SM5 migration process.

Exanpl e of a Volume G oup Table

This installation not yet inplenented SM5, but they have
established the foll om ng standards for their vol unes:

o The first three characters of the volune serial number
descri be the usage of the vol une.

0 The prefix HSMis assigned to HSM Level 1 vol unes.

0 The prefixes WS and MXA are assigned to operating system
vol ures.

0 The prefix TSU is assigned to TSO storage vol unes.

0 The prefix Snn is assigned to all IMS production vol unes,
where nn represents a numeric val ue.

This installation generates a Volume G oup Table, specifying
that the first three characters of the vol une serial nunber
be used. Because nmobst of the volunmes found will be | M

vol unes, the default vol une group assignnent is specified as
| MSPROD. The generated tabl e appears bel ow

VOL=HSM | MSPRCD
VOL=WS* | MSPRCD
VOL=MXA* | MSPRCD
VOL=S08* | MSPRCD
VOL=S24* | MSPRCD
VOL=S28* | MSPRCD
VOL=S32* | MSPRCD
VOL=TSU* I MSPRCD
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The installation will now update the Volume Goup Table to

contain the correct group assignments. No | M vol unes nust
be updat ed, because they already have the default assignnent
of | MSPROD, which is correct for those volunes. O her

vol unes shoul d be assigned to group nanmes that reflect their
function. The updated table appears bel ow

VOL=HSM HSMLV1
VOL=WS* SYSTEM
VOL=MXA* SYSTEM
VOL=S08* | MSPRCD
VOL=S24* | MSPRCD
VOL=S28* | MSPRCD
VOL=S32* | MSPRCD
VOL=TSU* TSODS

Any CA MCS StorageMate report that uses this Vol une G oup
Table will do grouping using the volume group names shown in
the right-nmost colum of the table. Wile the above table
will work correctly as shown, additional changes could be
made to reduce the size of the table by using even shorter
prefixes for sone groups. The table shown below will
function correctly, but is smaller than the previous table:

VOL=HSM HSMLV1
VOL=Mw SYSTEM
VOL=5* I MSPRCD
VOL=TSU* TSODS

Detail ed informati on about Vol ume Goup Tables is avail able
in the foll owi ng subsections:

1 - Creating a Volune G oup Table
2 - Mdifying a Volune G oup Table
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3.4.1 - Creating a Volume G oup Table

Vol une Group Tables are created as follows: Select the
Create Vol ume G oup Table option fromthe CA MCS StorageMate
and M CF Options menu. Selecting this option executes a

CA M CS StorageMate facility that creates your Vol ume G oup
Tabl e. Dependi ng on your environment, the next panel you see
may have the title "M CF Execution". |If this panel appears,
you should conplete it and press the ENTER key again. The
Create Vol ume Group Table report options screen should then
appear.

This screen has three required fields. The first is the Unit
DBID(s) field. In this field, enter the CA MCS unit

dat abase I D (DBID) discussed in Section 2.2. You can al so
enter a question mark to see a list of the valid DBIDs

al ready defined by the CA MCS System Administrator. The
second required field is the Cycle field. Enter the nunber
of the cycle that will be read to create your table. The
third required field is the Volune G oup Table nane field.
Enter a nmeani ngful nane for the table you are about to
create, because you will need to enter this name again when
you request a CA MCS StorageMate facility that does vol une

groupi ng.

The Create Volune G oup Table screen al so has sone optional
fields. 1In the Default description field, you can overtype
the previous or default Volume Group nanme and replace it with
a nanme that will represent the pool with the | argest nunber
of volunes assigned to it. This name will appear as the

Vol ume Group nane assigned to each volune in the table you
are creating. You nust then edit the Volunme Group Table to
assi gn nore neaningful nanes. So if you specify the nane of
the largest group as the default name, it will mnimze the
anmount of editing you will have to do later. For exanple, if
90% of your volumes are | M5 production volumes, specify a
default nanme such as | MSPROD. Then you will only have to
change 10% of the vol ume assignments when editing.

Anot her optional field deals with the portion of the Vol une
Serial Nunber (VOLSER) to use in creating the table. The
default value is 6, which will include the entire VOLSER
value and will also use the SM5 Storage G oup nanme instead of
the default nanme you specified, if a valid Storage G oup nane
is present. |If you want to use |less than six characters,
overtype the default with the val ue corresponding to the
nunber of characters you want to use. For exanple, if you
have a SORTWORK pool that consists of volunes SORTO1, SORTO02,
SORT03, you can select all three volumes by changing the
value to 4, which causes the table to display an entry of
SORT*, which will select all volunmes prefixed with SORT.
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The | ast optional field determ nes whether vol unes al ready
assigned an SM5 Storage Group should be included in the
table. The value you specify will also affect the way the
table is searched when it is used within a report, as
described in Section 3.4 of this guide. Unless you are
simul ati ng changes to your Storage G oup definitions, you
wi Il probably wish to code "N (No) for this option.

As with all StorageMate report option panels, you can use the
| SPF UP and DOM keys to display the StorageMate Data
Filtering panel. Wen creating a Volune Group table, data
filtering can be used to linmt the volunes or systens that
will be included in the resulting table.

After you have nodified the Create Vol une Tabl e report
options screen, press ENTER to validate your changes. If no
error messages appear on your screen, all the values you have
entered are correct and you are ready to create your table.
To do this, press the END key, or type END on the command
line of the screen and press ENTER
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3.4.2 - Mdifying a Volume Group Table

After creating a volume group table, you must then nodify it
to make all the Volume G oup names accurately reflect the
groupings. To nodify the table, select the Wrk Data Set
Mai nt enance option fromthe StorageMate options nenu.

The system di splays a screen that pronpts you to select a
table nane. The nane of the |ast Volune G oup Table you
created or used shoul d appear el sewhere on this screen for
your information. You can enter the nane of the table you
want to edit, or leave it blank to get a list of all the
menbers within your Wirk Data Set. Fromthat |ist you can
then select the table name to be updat ed.

When you have selected a table to update, CA M CS Storagehate
pl aces you in I SPF edit node. You can nodify the table as in
any | SPF edit session. Overtype the default pool nane for
those volunes in which the default Volune G oup nane does not
apply, replacing the default with the proper Vol unme G oup.

If you have a | arge nunber of volunes to be grouped and they
all start with the same prefix, place an asterisk (*) after
the prefix on the first one and then delete the other entries
with that same prefix. You will then have identified all the
volumes of that prefix with the associated Vol une G oup.

There are no right or wong names when assigni ng Vol ume

G oups. These nanes have no relationship with any existing
MS or SMS nanmes (with the exception of Storage G oup), and
are sinmply used to nake Vol ume G oup reporting possible. The
Vol ume Group nanes you assign shoul d be neani ngful to you,
but need not match another nane wi thin your environnent.

When your updates to the Volune Group Table are conplete, use
the END PF key or the END command until you return to the

CA M CS StorageMate options nenu.
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3.5 - Data Set G oup Tabl es

While many reports within the StorageMate product deal with
data sets on an individual basis, others sunmari ze the use of
your storage by groups of data sets. Wile individual data
set reporting is valuable for detecting specific perfornmance
or usage problens, grouping is nore valuable for detecting
trends. In order for these data set grouping reports to
provi de you with usable information, the data set grouping
must accurately reflect how your storage is used by each

group.

Wien you request a CA MCS StorageMate report that does data
set grouping, the report options screen allows you to specify
that the grouping be done in one of three ways:

1) Gouping is to be done using conbinations of the VCA
account codes (VCAACT1 - VCAACT9) that exist within your
data. Each day, as part of VCA daily processing, an exit
is called for each data set processed. This exit, which
is witten by your installation, exam nes various
characteristics about the data set and then sets one or
nore account fields that are retained with the data. One
of these codes might identify the division, while a
second identifies the departnment, and a third identifies
the individual within the departnent.

O the three summari zation nethods, this one is probably
the easiest to maintain, and provides the nost useful
information. You may want to review or nodify the
current structure or content of your account codes to
make them nore neani ngful for StorageMate reporting.

2) Another way to group data sets is by using one or nore of
the nodes that conpose each data set nane. This grouping
method is valuable if you have accurate data set naning
standards in place. For exanple, if all data sets have a
first node identifying the departnment or group that owns
them such as PAYROLL or SALES, you will have an accurate
groupi ng system already in place by using the first node
of the data set name.

3) The final data set grouping nmethod supported by CA MCS
StorageMate is the Data Set Goup Table. This table
all ows you to associate neani ngful |abels with different
conbi nati ons of data set name prefixes. For exanple,
PAY. SI TEL. * data sets could be | abeled "M am - Payrol | "
and PAY. SITE2.* data sets could be |abel ed
"New York-Payroll". Facilities accessed through the
CA M CS StorageMate and M CF options menu assist you in
creating and mai ntaining Data Set G oup Tabl es.
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Choosi ng the nethod of data set grouping is not a gl obal

deci sion. You can choose fromthe three nethods described
above each tinme you execute a StorageMate report. You can
al so alternate between nethods, depending on the situation.
For exanple, you can run a report using the first accounting
field and detect a problemw th the data sets in the payroll
department. You might then run the report a second tineg,
selecting only payroll data sets and using a Data Set G oup
Table to further identify each payroll data set at the owner
| evel .

After you have defined your Wrk Data Set, you can use
options fromthe CA MCS StorageMate options nenu to create
and maintain your Data Set G oup Tabl es.

As with Volume G oup Tables, you can create as nany Data Set
G oup Tables as desired, either to represent data from
multiple sites or to provide different |evels of detail for
the same data. For exanple, one table can assign ownership
at a very high level, such as division, while others could
show ownership at |ower |evels, even down to the individual
user.

Detailed informati on about Data Set Group Tables is available
in the foll owi ng subsections:

1 - Creating a Data Set G oup Table
2 - Mdifying a Data Set G oup Table
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3.5.1 - Creating a Data Set Omership Table

To create a Data Set Group Table, select the "Create Data Set
G oup Table" option fromthe StorageMate and M CF Options
nmenu.

You can, optionally, see the M CF Execution panel described
in Section 3.6 of this guide, after which you should see the
Create Data Set Group Table report options screen. It is
simlar to the screen you saw when creating a Vol une G oup
Table. You nust specify the Unit DBID and Cycl e nunber
identifying the data to be used. Another option in the

CA M CS Input Definition area of the panel allows you to
identify the sources of data to be used when building the
table. In this area you nust specify one or nore letters,
each separated by at |east one blank space. Place a question
mark (?) in this field and press ENTER to get a list of the
valid values for this particular function. As with the
creation of a Volune G oup Table, you can use the StorageMate
Data Filtering panel to subset the input data to be used for
creating your table. You may wish to include only those data
sets residing on certain volumes or systens, or only those
data sets having a specific data set nanme structure.

As with the creation of the Volune Goup Table, you nust
specify the name of the table that will be created, as well
as the 16-character default description that will appear on
each entry. Later, you will change this description to
contain a nore neani ngful value for each prefix.

Anot her field specific to the creation of data set tables is
the ' Number of DSNodes to use' field. In this field, enter a
nuneric value from1-6 that corresponds to the nunber of
nodes that should be considered for each unique table entry.
Use any value greater than 1 with sone caution, as this could
create a very large table.

The final option is whether mask characters will be supported
inthe table that will be created. |f nmask characters are
not all owed, each entry in the table consists of a data set
nane prefix. |f nmask characters are allowed, the table is
initially created as a table of prefixes, but can be changed
to contain any valid mask character. An advantage of mask
characters is that the tables tend to be snaller and easier
to maintain. A disadvantage of nmask characters is that they
take | onger to process when running a report that uses a
table containing them This may cause reports to run |onger
and consume nore processor time. The decision concerning
mask characters need not be universal, as you may create and
use both types of tables.

Wen you have conpl eted your entries on the Create Data Set
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G oup Tabl e screen, press ENTER to validate your changes; 3.5.2 - Mdifying a Data Set Ownership Tabl e

then use the END PF key to actually create the table.
After the Data Set Group Table is created, you nust assign
meani ngful group names to each data set prefix. Use the
"Wirk Data Set Maintenance” option fromthe CA MCS
St orageMate and M CF Options nmenu to edit the table you have
just created. You will see an ISPF edit screen show ng two
colums. The left colum contains the data set prefixes that
exi st on your system and the right colum contains the
default group description you assigned to each group.

You may want to edit the left columm to reduce the nunber of
entries in the table. Even though the table is created with
full data set nodes, the trailing asterisk that is present
for each entry can follow any character. For exanple, assume
you specified that each table entry should be based on the
first two nodes of the data set name, and the resulting table
contained the followi ng seven entries for payroll data sets:

DSN=PAY. CNTLBOCB. * DEFAULT- GROUP
DSN=PAY. CNTLSAM * DEFAULT- GROUP
DSN=PAY. MASTNEW * DEFAULT- GROUP
DSN=PAY. MASTOLD. * DEFAULT- GROUP

DSN=PAY. QTEST. * DEFAULT- GROUP
DSN=PAY. RTEST2. * DEFAULT- GROUP
DSN=PAY. ZTEST. * DEFAULT- GROUP

The first two entries represent data sets bel onging to Bob
and Sam the two production control people that run payroll.
The next two entries represent production data sets. The
final three entries represent data used in payroll testing.
After editing, these seven entries mght be reduced to the
follow ng three:

DSN=PAY. CNTL* PAYROLL- CONTRCL
DSN=PAY. MAST* PAYROLL- PROD
DSN=PAY. * PAYROLL- TEST

When using the table to deternine data set grouping, the
entries are tested in the order they appear in the table, and
the first match stops the table search. Thus, in the above
exanmple, all payroll data sets that do not start with a
payrol | control or production node will be assigned to the
payrol | test group.

Use the right colum of each table entry to describe the data
set group. This description MJST NOT contain i nbedded

bl anks--use a dash or slash as a separator. |If you use a
space as a separator, CA MCS StorageMate will stop reading
your description at the space, and will ignore the renmainder.

The description may be up to 40 characters in | ength, but
sone reports truncate after the first 16 characters. Make
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sure the first 16 characters are unique for each group.

The exanpl e above assunes you are using a table that does not
support masking characters (this decision is nade when the
table is created). The exanple shown below is froma table
that does support nmask characters:

DSN=CPERL. ** DEFAULT- GROUP
DSN=CPER2. ** DEFAULT- GROUP
DSN=OPERS. ** DEFAULT- GROUP

DSN=TESTATM **
DSN=TESTPAYR. **
DSN=TESTS1. **

DEFAULT- GROUP
DEFAULT- GROUP
DEFAULT- GROUP

Notice that the syntax is different for a table containing
mask characters, and that a prefix is indicated by two
trailing asterisks. The nodified version of this table is
shown bel ow

DSN=** . | SP%.I B
DSN=** | * SYSP* | * *
DSN=OPER% * *
DSN=TEST*. **

| SPF- APPL- DEVELOPMENT
SYSTEMS- PROGRAMM NG
SYSTEM OPERATORS
PRODUCT- TESTI NG

Two new entries have been inserted at the beginning of the
table, one to group I SPF libraries and one to group data sets
bel onging to systems programm ng. The original six entries
for operations and product testing have been reduced to two
entries.

The masking characters that are supported are further
described in the Facility Procedures section under the
headi ng "I nstructions for Creating and Miintaining the
Pattern File" at the end of Chapter 4 of this guide.

You have just created a Data Set G oup Table. This table now
exists as a nenber within your Wirk Data Set and can be used
to assign data set ownership in any StorageMate report that
supports this facility.
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3.6 - Bypassing the Execution Run Time Screen

As described previously, a "M CF Execution" panel may be

di spl ayed after you have selected a report but before the
report options panel is displayed. The M CF Execution panel
allows you to designate the execution node of the inquiry.
There are three execution nodes: batch, foreground, and SAS
DMS. The execution node determ nes whether CA MCS
StorageMate reports will execute while you wait and then
display the results at your termnal, or whether a jobstream
will be created that will produce the report in batch. The
advant age of the first nethod (foreground) is that you can
see your results after a short delay. The advantage of the
second net hod (batch) is that you can continue working at
your terminal while the report is produced, and the report
will be printed rather than displayed on your termnal. |If
you sel ect batch execution, the M CF Execution panel also
allows you to specify the job card information to be used.

If you always run your reports in the sane node, or if you
have a great nunber of reports to generate, you can set the
node defaults to the desired settings and then bypass the

di splay of the M CF Execution panel. This is acconplished by
changing the ' Execution Mdde' default paraneters in M CF.
This default is 'Yes' for all new users, neaning that the

M CF Execution panel will always be displ ayed.

The specific steps for turning off the panel display are:

1) Fromthe main StorageMate menu, select option O to enter
the options facility.

2) Select option 0, '"MCF Options', which allows you to
nmodi fy the options MCF uses during inquiry execution.

3) Select the option 'User Profile Parameters' fromthe M CF
Opti ons panel .

4) Scroll down in the display until you reach the 'Execution
Mode' selections. Select the nmode (Batch or Foreground)
and al so change the 'Yes' to 'No' to suppress the display
of the panel.

5) Scroll through other itens on this nenu to ensure other
options are set correctly for your environ- nent. For
exanple, if you have sel ected batch execution of reports,
verify the default job card information is correct.

6) Press your END PF key until you return to the CA MCS
St or ageMat e nmi n nenu.

The di splay of the execution node panel can be turned back on
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by repeating this process, but changing the 'No' in step 4 to 3.7 - Setting Up Your JCL Defaults

"Yes'.
Section 3.6 describes a technique for changing MCF defaults
to suppress the M CF Execution screen when running a CA MCS
StorageMate report. This involved using the M CF options
facility to update the "User Profile Parameters”. Many of
these paraneters al so affect the batch JCL (job control
| anguage) that is generated when you run a report in batch
nmode. If you plan to regularly run StorageMate reports in
batch nbpde, we suggest you review these options and nake any
necessary changes for your environnent. The procedure to do
this is as follows:

1) Fromthe main StorageMate nenu, select option O to enter
the options facility.

2) Select option 0, 'MCF Options', which allows you to
nmodi fy the options M CF uses during inquiry execution.

3) Select the option 'User Profile Parameters' fromthe M CF
Opti ons panel .

4) Scroll through the items on this nenu to nake sure all
options are set correctly for your environment. Make
sure that the default job card information is correct.

5) Press your END PF key until you return to the CA MCS
St orageMat e nmai n nmenu.
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3.8 - Setting Up Your Gaphic Defaults the options facility.

GRAPHI C DEFAULTS 2) Select option 0, 'MCF Options', which allows you to
nmodi fy the options M CF uses during inquiry execution.

Many StorageMate anal yses will produce either tabul ar or

graphic results. G aphic output can be produced on either a 3) Select the option 'User Profile Parameters' fromthe M CF

col or device or a nonochrone printer. Wen you run a Options panel .

StorageMate report for the first tine, the default color

graphic options to be used will be set fromyour M CF Col or 4) You will be shown a list of the user profile parameter

Graphics options. Even though an override panel is provided titles. Look first at the 'Executi on Mdde Displ ay'

by each StorageMate report that produces graphics, having to paraneter. |If it reads YES, you will be able to specify

override a |l arge nunber of options will create nore work for BATCH processing at the time of StorageMate inquiry

you and nore possibility of error. For this reason, you execution. If it reads NO |ocate the 'Execution Mde'

should review the MCF options relating to color graphics if par anmet er.

you plan to generate col or graphics from StorageMate reports.

The procedure to do this is as foll ows: 5) To specify BATCH processing as a default, enter BATCH at

the pronpt under the 'Execution Mdde' paraneter.
1) Fromthe main StorageMate menu, select option O to enter
the options facility. 6) Press your END PF key until you return to the CA MCS
St orageMat e mai n nenu.
2) Select option 0, '"MCF Options', which allows you to

nmodi fy the options M CF uses during inquiry execution. Note that if your options are not set correctly for your
graphi c device, SASGRAPH may not be able to produce your
3) Select the option 'Color G aphics Format Paraneters' from graph. If this occurs, refer to the error nessage produced
the M CF Options panel. by SASGRAPH in the SAS | og to diagnose the error. You may
need to alter the nunber of horizontal or vertical axis
4) You will be shown a list of the various col or graphics points defined, alter the size of chart bars, or nake other
devices defined to MCF. Place an 'S to the left of the changes to your graphic options to be conpatible with your
device you want to nodify, and press ENTER out put device. You may want to make these nodifications
tenmporarily on the report execution panel, and then make
5) Scroll through the itens on this nenu to nmake sure all per manent changes in M CF when you are satisfied with the
options are set correctly for your environment. |f you results.

are unsure what certain options do, you nmay want to | eave
t hem unchanged until you have had nore experience with
St orageMat e col or graphics reports.

6) Press the END PF key until you return to the CA MCS
St orageMat e nmi n nenu.

EXECUTI ON DEFAULTS

Most inquiries in CAMCS StorageMate are nost efficiently
run in BATCH node. The M CF user profile Execution Mde
option specifies the execution node to be used. Reviewthe
default execution node as set by the CA MCS System

Adm nistrator. If it reads FOREGROUND, change it to BATCH
for the duration of the StorageMate session. Be sure to
change the execution node back to FOREGROUND, if necessary,
after your CA MCS StorageMate session is conpleted. The
steps to follow are as foll ows:

1) Fromthe main StorageMate menu, select option O to enter
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3.9 - Data Filtering

Reports are often nore nmeaningful if you can limt themto
just a subset of your input data. Al StorageMate reports
support the use of a conmon filtering panel, identified with
the title "Storagevate Data Filtering." This panel nmay be
accessed from each report options screen, using the | SPF UP
and DOMN keys. This filtering panel allows you to subset, or
filter, the input data to contain only those itens of
interest to you.

Use filtering with caution, as it is possible to produce
reports that would be mnisleading, or to specify a set of
filtering criteria that cause no data to be selected at all.
If you have problens running a certain report, first try
renoving all filtering and then try again.

The filtering panel contains up to 18 filtering statenents.
Each statement consists of three parts; an El enment, an
Qperator, and one or nore testing Val ues.

The El enent colum is used to indicate the data itemthat is
to be tested for filtering. Exanples include the data set
nane, the volune serial nunber, or the DFSM5 storage cl ass.

The Operator colum indicates the type of conparison that
will be nade. For character elenments, the follow ng types of
operators are valid:

EQ - El ement nust be equal to one of the val ues
NE - ELenent nust not be equal to any of the val ues

In addition to the operators shown above, the follow ng
operators are valid for nuneric el ements:

LT - Elenment nust be | ess than the val ue

LE - Element nust be less than or equal to the val ue
GI - Element nust be greater than the val ue

GE - Element nust be greater than or equal to the val ue
RA - El ement nmust be within the | ower/upper range

The Val ues portion of each filtering statenment should contain
zero or nore val ues against which the elenent will be
conpared. Miltiple values are valid for EQ and NE
conparisons. Only one value is allowed for the other
operands, except for RA, which nust have a | ower and an upper
limt specified. Unless your installation has changed the

St orageMat e default, character operands nay end in a trailing
asterisk (*) to indicate a prefix, generic, or "wild card"
value. The one exception to this rule is when testing the
data set name, as that el enent supports val ues containi ng any
of the valid data set name nask characters. Wth character

STG5130 CA M CS Storageiate

el enents, a special keyword of "NULL" is supported to test
for a value of blanks or spaces.

For those StorageMate users famliar with the SAS progranmm ng
| anguage, the Data Filtering panel will also allow free-form
SAS statenents to be used in the filtering process. Enter an
El ement name of "SAS', and Operator of "EQ', and then the SAS
statenent to be included. The SAS Elenent is the only

el ement that may appear nore than once on the data filtering
screen. You can use sone or all 18 lines of the screen for
SAS statenents. You may al so continue SAS statenents,

provi ded you don't mix themwith other filtering statenents:

El enent Oper Val ue(s)

El enent Oper Val ue(s)

SYSI D EQ TST* PROD SAS EQ IF RECFMEQ'U
SAS EQ IF RECFMEQ'U  SYSID EQ TST* PROD

SAS EQ THEN DELETE; SAS EQ THEN DELETE;

( CORRECT) (1 NCORRECT)

Addi tional exanples of using SAS for filtering are shown
later in this section.

An exanple will now be presented of a typical conpleted
filtering panel:

El enent Oper Val ue(s)

SYSI D EQ TST* PROD

SAS EQ IF SYSID EQ ' TSTZ' THEN SYSID = ' TEST';
DSNAME NE SYS1.** ** L|ST

STORCLAS EQ NULL

REFDATE RA  01JAN91 31DEC91

ALLOCMB  CGE 10

The first line selects data fromthe PROD System | dentifier,
plus any SYSID starting with "TST". The second line is a SAS
statenent that will change any SYSID with a value of "TSTZ"
to a new value of "TEST". The third line will drop any data
sets with the prefix SYS1 or the suffix LIST. The fourth
line selects only those data sets with no SM5 storage cl ass
assigned. The fifth line selects any data set referenced any
time in 1991. The sixth line selects all data sets that
occupy 10 or nore negabytes of space. Note that each input
record read for the report shown nust neet all of the
criteria shown to be sel ected.

More Exanples of SAS Filtering

As expl ai ned above, the StorageMate Data Filtering panel
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allows you to enter multiple |lines of SAS progranm ng

| anguage code. This nakes the filtering and reporting
capability of CA MCS StorageMate nuch nore powerful . Any
statenents you code on the panel are placed into the data
step for each data step used by the report. For exanple, if
the report you execute uses the VCAVOA and HARDVA files, any
SAS code you specify will execute for both the specified
files. If you want your code to apply only to sone of the
files processed, a variable naned "FILE" can be tested to
determne the file being processed. This will be set to the
|l ast three characters of the file name being processed. For
exanpl e, you could use the following code to filter within
the VCAVQA file only:

IF FILE EQ ' VOA' AND VOLSER EQ ' SYSRES' THEN DELETE;

Wil e any SAS statenent can be included with this facility,

0 Go to the MCF Options panel and select the option that

allows "Additional Data Set Allocations." Use this panel to
speci fy the name of the external data set containing the
SAS statenents, plus a ddnane (any nanme you choose) that
shoul d be used to allocate it. Wen you have conpl eted
this option screen, the data set you specified will always
be all ocated when M CF executes an inquiry for you, and
will always be allocated to the ddnane you specified.

On the data filtering screen, use a SAS | NCLUDE st at enment
to include your SAS code. For exanple, assunme you placed
some SAS code in nmenber MYSAS of your Work Data Set. Then
you nodi fied your MCF Options to always all ocate your Wrk
Data Set with a ddname of ADDSAS. You would then include
this statement on your data filtering panel when you
generate the desired StorageMate report:

renenber that the code you specify will be included as part
of one or nore data steps. |In nost cases, this code will
performadditional filtering not possible with the filtering
options present on the panel. Do NOT include SAS code that
will cause the current data set to be term nated, such as the
inclusion of a RUN statenent or a SAS PROC statenent.

% NCLUDE ADDSAS( MYSAS) ;

You coul d have multiple nmenbers containing SAS code defi ned
for different reports, and then include the correct code when
runni ng each report.

Exanpl es of valid SAS code are shown bel ow. Some of the
exanpl es shown would only be valid for certain reports or
files. The exanples shown only show the Val ue col um of the
filtering panel, and al ways assume an El enent nane of "SAS"
and an Operator of "EQ';

Sel ect data fromall SYSIDs with an 'X in the third
position: |F SUBSTR(SYSID, 3,1) EQ"'X ;

I gnore data for all volune serial nunbers with a JES
prefix: |F VOLSER EQ :'JES THEN DELETE;

Sel ect only data sets with a payroll or sales prefix:
| F DSNAMVE EQ :' PAY' OR DSNAME EQ :' SALES';

Sel ect only 3390 volumes for this anal ysis:
| F DEVTYPE EQ :'3390';

Sel ect only data sets occupying nore than 100 tracks:
|F (FILE EQ ' DAA' OR FILE EQ ' _VS') AND DAASPACA LT
100 THEN DELETE;

If you have a conplex series of SAS statenments you want to
include, but that cannot fit on the filtering screen, follow
this procedure:

0 Create the SAS statenments you want to include and pl ace
themin a data set, such as your Wbirk Data Set.
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3.10 - How to Enabl e Neugents technology in CA MCS 3.10.1 - Requirements

The CA M CS Performance Manager, Capacity Pl anner, and CA M CS delivers nmai nfrane-based Neugents technol ogy that

St orageMat e products include features that use CA's U S. requires C/C++ runtine features avail able in the | anguage

patent ed Neugents(R) technol ogy. environnment delivered with z/OS 1.3 and above. |If you plan
to use CA MCS product features that rely on Neugents

Bef ore you use Neugents, be sure your environment is ready. technol ogy, then CA MCS nust be installed on a z/0OS system

See these subsequent sections for nore information: at level 1.3 or above.

1 - Requirenents
2 - Activate the CA MCS Root Directory

3 - Enabl e Neugents Technol ogy
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3.10.2

To activate the CA MCS root directory,

- Activate the CA MCS Root Directory

the PI OM Gui de and conpl ete the activation checkli st
detailed in Section 5.7.3.

NOTE:

If the CAMCS root directory has been enabl ed during

the installation of another CA MCS product, you do not have

to do

STG5130

it again.
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review Section 5.7 in

3.10.3 - Enabl e Neugents technol ogy

Once you have activated the CA MCS root directory on USS,

you can enabl e Neugents technol ogy. By followi ng the steps in

this procedure, you will enable Neugents technol ogy by
delivering the Neugents technol ogy DLLs to the correct
directory under the CA MCS root directory.

To enabl e Neugents technol ogy,

1. Edit sharedprefix. M CS. PARMS(JCLGENUC) so that it

contains the foll ow ng:

MORHFSU

Subnit the job in sharedprefix.M CS. CNTL( JCLGENUC) .

conplete the follow ng steps:

Ensure that there are no error messages in M CSLOG or

SYSTSPRT, that the M CSLOG contains the nornal
term nation message, BAS109991, and that the job
conpletes with a condition code of zero.

2. Unl oad Neugents technology HFS files to the CA MCS

Root Directory.
Subnit the follow ng job:
' shar edpr ef i x. M CS. CNTL( MQRHFSU) '

Ensure that there are no error messages in M CSLOG or
SYSTSPRT, and that the job conpletes with a condition

code of zero.
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Chapter 4. REPORTS

Thi s chapter describes the reports avail able through the
reporting facilities of the StorageMate product. Separate
sections are provided that describe applications of the
reports fromboth SM5 and non- SMS environnents.

Figure 4-1 displays each inquiry available in CA MCS

St orageMat e arranged by storage administration category. The
figure is intended to provide an easy reference guide to

mat ching CA M CS StorageMate inquiries with specific storage
manhagenent tasks.

STG5130 CA M CS Storageiate

Secti on:

4




Pr obl em Managenent

Dat a Set Standards

Unmanageabl e Data Sets
Vol une Probl ens

Al'l ocati on Probl ens

New Data Set Allocation
Non- VSAM Wast ed Space
VSAM Wast ed Space

DASD/ HSM Dat a Movenent

Data Set Nanes

Non- VSAM At tri but es

VSAM Attri butes

GDG Managenent and Retention

Vol une Group Configuration
Vol une Group Activity by Workl oad
Vol une Group All ocations by User

Del etion/ M gration/ R se Threshol ds
Space Managenent Funct Sinul ation
Dai | y DASD Resource Usage

Dai |l y Application Resource Usage
Dai | y HSM DASD Usage

ACS Routine Definition
ACS Test Case Creation
ACS Testing Results
SMB d ass Usage

SMB | npl enent ati on

Data Set Perfornmance

Vol une Configuration

I/O Activity by Workl oad

Dai | y ASTEX Cache Statistics
ASTEX / Top Resource Consuners

DASD-t o- Tape Candi dat es

Tape-t o- DASD Candi dat es

Space Allocation by User

Mont hl y DASD Resource Usage

Mont hl'y Application Resource Usage
DASD/ HSM Usage Snapshot
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I nformation about the reports is presented in the follow ng
subsecti ons:

1 - SMS Application Reports
2 - Non- SMS Application Reports
3 - Report Descriptions
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4.1 - SMS Applications
- Non-VSAM Attri butes
This section presents each StorageMate report title with a

brief description of its SM5-related applications. This - VSAM Attributes

section is organized to reflect panel flowwthin CA MCS

StorageMate. Detailed information on each report is found in Identifies and defines simlar data sets that can be
Section 4.3 of this guide; reports are |listed al phabetically. managed as one data class, and reveals patterns that can

be used in ACS routines to make class assignnents. Also
hel ps deternmine the default space values for SM5 data

STORAGE ADM NI STRATI ON cl asses.
PROBLEM MANAGEMENT - GDG Managenent and Retention
- Unmanageabl e Data Sets Det ermi nes the nunber of generations of a GDG that are
kept online and hel ps determne when to "roll off" old
Hel ps you identify data sets that cannot be managed by generati ons.
SMVB.

VOLUME GROUPI NG
- Vol unme Probl ens
- Vol une Group Configuration
Cal cul ates actual and estimated VVDS si zes.
Pl ans and sinul ates SM5 storage groups prior to SMB
- Al'location Probl ens i mpl erentation; nonitors those groups after
i mpl emrent ati on.
After SM5 is inplemented, this report can be used to nake
sure abends are not occurring for managed users, and to - Volune G oup Activity by Wrkl oad
alter SMS paraneters if necessary.
Si nul at es storage groups prior to SMS inpl enmentation,

- New Data Set Allocation ensuring that 1/0O activity agai nst those groups is
di stributed as expected; monitors those groups after
Al l ocation patterns detected by this report are useful i mpl enent ati on.
when desi gning storage groups. After SM5 is inplenented,
this report can be used to nonitor new all ocati ons based - Volune Group Allocations by User

on storage class, nmanagenent class, or storage group.
Si nul at es storage groups prior to SMS inpl enentation,
- Non- VSAM Wast ed Space ensuring that volunmes with sinmilar allocation patterns are
- VSAM Wast ed Space grouped together; and nonitors those groups after
i npl enent ati on.
Identifies groups with the worst space usage val ues, and

hel ps deternine efficient allocation val ues. SPACE AVAI LABI LI TY
- DASD/ HSM Dat a Movenent - Deletion/Mgration/Rel ease Threshol ds
Al'l ows the establishment and tuni ng of nmanagenent cl ass Monitors data to ensure that the volunes specified in the
parameters relating to the mgration of unused data sets. nmanagenent cl asses are working as expected.
DATA SET STANDARDS - Space Managenent Function Simul ation
- Data Set Nanes Hel ps ensure the val ues you specify in your managenent
class definition will achieve the desired result.

I dentifies common data set nane patterns to assist in
classifying the data sets into |ogical groups. - Daily DASD Resource Usage
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Permits short-termnonitoring of various capacity and
performance statistics for SM5 storage groups.

Dai |l y Application Resource Usage

Permts short-termmonitoring of various capacity and
usage statistics for each SM5 storage class or nanagenent
cl ass.

Dai |y HSM DASD Usage

Presents several statistics that nmeasure the effectiveness

of various HSM space managenent functions agai nst SMS
st orage groups.

SM5 M GRATI ON AND TRACKI NG

ACS Routine Definition

Identifies the data set pattern nmasks that should be coded
in SM5 ACS routines for the purpose of assigning class and
group nanes for new data sets.

ACS Test Case Creation

Al ows faster and easier creation of test data used to
validate the operation of the installation' s ACS

routines.

ACS Testing Results

Al'l ows qui ck, easy, and accurate evaluation of the test
results fromyour ACS testing.

SMB d ass Usage

During SMs inpl enmentation, ensures that your SM5 ACS
routi nes assign class nanes as intended.

SMS | npl enent ati on

Monitors the DFSMS conversion efforts nmade by individual
departnents, groups, volunmes, or systens.

PERFORVANCE MANAGEMENT

STG5130

Dat a Set Performance

Monitors response tinmes for related groups of data sets
and assists in planning storage cl asses.
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- Vol une Configuration
Hel ps define SMS storage cl asses and storage groups.
- 1/O Activity by Wrkl oad

G oups volunes with simlar workl oads, which avoids
per f ormance probl ens caused by conflicting users.

- Daily ASTEX Cache Statistics

I dentifies cache usage patterns hel pful
Storage O asses and Storage G oups.

when defini ng

- ASTEX / Top Resource Consumers

Identifies the primary users of I/O resources, allow ng
for the definition of well-balanced Storage G oups.

CAPACI TY MANAGEMENT

- DASD-t o- Tape Candi dates

- Tape-to- DASD Candi dat es
Identifies data sets that are candidates to be noved to
nore efficient storage |ocations based on their size and
usage patterns.

- Space Allocation by User

Hel ps you group volunes with simlar allocation
patterns.

- Monthly DASD Resource Usage
- Monthly Application Resource Usage

Provi des |l ong-term capacity and performance information
for the critical resources nmanaged by SMS.

- DASD/ HSM Usage Snapshot

Al'l ows the nonitoring of SM5 class usage across both
primary and HSM storage pl atforns.
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4.2 - Non-SMs Applications

This section presents each StorageMate report title with a

brief description of its non-SMs-related applications. They

are organi zed to reflect panel floww thin CA MCS
St or ageMat e.
Section 4.3 of this guide.
STORAGE ADM NI STRATI ON
PROBLEM MANAGEMENT
- Unnanageabl e Data Sets
Identifies data sets that nay not be supported by
aut omat ed storage managenent products until nodified or
converted.
- Vol unme Probl ens

I dentifies problens with DASD vol unmes that could cause
poor performance or availability.

- Allocation Problens

Identifies conditions that cause batch job abends rel ated
Al so reports the anount of CPU

to DASD space shortages.
time expended in recovering fromjob abends related to
DASD space short ages.

- New Data Set Allocation
Monitors the regul ar allocation of new data sets, and
hel ps identify potential capacity and usage probl ens
before they occur.

- Non- VSAM Wast ed Space

- VSAM Wast ed Space

Identifies users or departnents that are wasting DASD
storage space due to poor allocation practices.

- DASD/ HSM Dat a Movenent

Monitors the novenment of data between primary DASD and
HSM identifying potential problenms or abuses.

DATA SET STANDARDS
- Data Set Names
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Reports the nost common patterns in your data set nanes.
Non- VSAM At tri but es
VSAM Attri butes

Identifies common patterns of data set attributes, and
provi des a data set name node report and a space
al location range report for the data sets within a common

group.
GDG Managenent And Retention

Monitors your users' allocation and use of Generation Data
G oups (CDGs) .

The report all ows analysis of generation data set
al l ocati on and usage patterns, and detects potenti al
probl ens, such as duplicate or mssing generations.

VOLUVE GROUPI NG

Vol unme Group Configuration

Sunmari zes performance and capacity information at the
vol une group |evel.

Vol une Group Activity by Wrkl oad
Monitors the I/O activity of each DASD vol une group based
on the EXCP counts stored by CA MCS in the BATWDA and
HARDVA fil es.

Vol une Group All ocations by User

Summari zes how each DASD vol ume group is allocated by

usi ng account fields, data set name nodes, or a
user-defined table.

SPACE AVAI LABI LITY

Del eti on/ M grati on/ Rel ease Threshol ds
Identifies the age patterns of data sets by vol une.
Space Managenent Function Sinmul ation

Represents the effect of space managenent actions on DASD
vol unes.

Dai | y DASD Resource Usage




Permits the daily nonitoring of storage resource usage at
t he vol une, volune group, device type, or systemlevel.

- Daily Application Resource Usage

Permits the daily nonitoring of storage resource usage
at the application |evel.

- Daily HSM DASD Usage

Di splays information related to the effectiveness of HSM
space managenent operations.

PERFORMANCE MANAGENMENT
- Data Set Performance

Esti mates the average response time being received by each
departnent or group.

- Vol une Configuration
Sunmmari zes performance and capacity information at the
vol une or device type level. Information may be reported
based on the vol unme, device type, string or system

- 1/O Activity by Wrkl oad

Profiles the I/O activity of each DASD vol une based on the
wor kl oad EXCP counts stored by CA MCS in the BATWA file.

- Daily ASTEX Cache Statistics

Al'lows the daily nmonitoring and tuni ng of DASD cache
resour ces.

- ASTEX / Top Resource Consuners

Identifies the primary users of your critical storage
resources, and isolates potential performance problens.

CAPACI TY MANAGEMENT

- DASD- To- Tape Candi dates

- Tape- To- DASD Candi dat es
Identifies data sets that are candidates to be noved to
nore efficient storage |ocations based on their size and

usage patterns.

- Space Allocation by User
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Sunmmari zes DASD vol une all ocation by account field, data
set node nane, or by use of a user-defined table.

- Monthly DASD Resource Usage
- Monthly Application Resource Usage

Provi des long-term capacity and performance information
concerning your critical storage resources.

- DASD/ HSM Usage Snapshot

Al'lows the monitoring of data distribution across both the
primary and HSM storage pl atforns.
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4.3 - Report Descriptions ACS Routine Definition / By Pattern (STGELB)

This section presents detail ed descriptions of each report Sour ce: VCADAA file at the DETAIL tinmespan
avail able in the StorageMate product. Reports are arranged VCA VS file at the DETAIL timespan
al phabetically, and contain information on functions and HSM G file at the DETAIL tinespan
features, as well as descriptions of the colums and one-page HSBBAC file at the DETAIL tinespan
graphic sanples of the report output. A dot in a report Tape library informati on (external)

sanpl e indicates that no value is present.

Function: Allows users to define a series of data set nane
nmask patterns, conpare these patterns agai nst
their existing data set nanes, and report the
results of these conparisons

Provi des a sumary of each pattern, the nunber of
mat ches that occurred for the pattern, and the
space represented by the matching data sets.

Further information about the use of pattern files
is available in the facility instructions at the
end of this section.

Features: Many software products allow generic patterns or
masks to be defined that are then used to allow
operations on data sets whose nanes match the
mask. This report hel ps users define, test, and
tune those patterns so that software can be
i mpl emented faster and with fewer problens.

This anal ysis reads an external file of
user-defined data set nane patterns. This pattern
file is then matched agai nst each of the
installation's data set names, with the results

di spl ayed on this report. The nunber of data sets
that natched none of the patterns is also
reported.

SMB

| ssues: This report is useful for identifying the data set
pattern masks that should be coded in SM5 ACS
routines for the purpose of assigning class and
group nanmes for new data sets. Once the pattern
file is conplete, a report option can be used to
generate a starter or skeleton ACS routine

COLUMN DESCRI PTI ONS

Search Pattern
Identifies the search pattern that is summarized
on this report line. Search patterns are defined
in a pattern file that you define and then read
with this program A value of '(NO MATCH ) in
this colum is used to represent data sets that

STG6130 CA M CS StorageMate Section: 4.3 4-008




did not match any of the existing patterns in the
pattern file.

Construct Name Assi gned

The name of the construct associated with this
search pattern that was assigned to the data sets
in this group. A construct nane can, optionally,
be associated with each search pattern in the
pattern file. The concept of constructs allows
many data sets with sinmlar requirements to be
grouped as one logical entity. For exanple, the
following entries in the pattern file:

** COBOL SOURCE
** ASM SCQURCE
** PLI SCQURCE

woul d assign data set nanmes ending in the suffixes
COBOL, ASM and PLI to a conmon group known as

' SOURCE'. Because these data sets all probably
represent source code, it is logical that they
have simlar requirenents and can be treated as
one entity. Depending on the type of ACS routine
being witten, the construct name coul d represent
the name of a Data class, Storage class,
Managenent cl ass, or Storage G oup. A value of
"(NONE)' in this colum indicates that no
construct name was assigned, either because one
was not defined in the pattern file, or because
the data set matched none of the search patterns.

Data Sets Matching Pattern

Per cent

The nunber of data sets within the input data that
mat ched the search pattern represented by this
summary line. A value of zero indicates a search
pattern that did not match any data sets.

Mat chi ng Pattern

The percentage of data sets within the input data
that matched the search pattern represented by
this sumary line. A value of zero indicates a
search pattern that did not match any data sets.
Note that data sets excluded fromthe anal ysis by
filtering criteria are not included when

cal cul ating this val ue.

Megabytes Al | ocat ed

Per cent

STG5130

The anpbunt of storage space, expressed in mllions
of bytes (nmegabytes), allocated by the data sets
mat chi ng this search pattern.

Space All ocat ed

CA M CS Storageiate

The percentage of the total storage space

al l ocated by the data sets matching this search
pattern, expressed in mllions of bytes
(megabytes). This is calculated by dividing the
space allocated for this group by the total space
al l ocated by all data sets in the analysis. Note
that data sets excluded fromthe anal ysis by
filtering criteria are not included when

cal cul ating this val ue.

Megabyt es Used

Per cent

The anpbunt of storage space, expressed in nmillions
of bytes (nmegabytes), used by the data sets

mat ching this search pattern. Data sets included
in the analysis fromtape or HSMwi || al ways have
this value equal to the allocated value (unless
you specify the PRI MARY option for HSM space
reporting).

Space Used

The percentage of the total storage space used by
the data sets matching this search pattern,
expressed in mllions of bytes (megabytes). This
is calculated by dividing the space used for this
group by the total space used by all data sets in
the analysis. Note that data sets excluded from
the analysis by filtering criteria are not

i ncl uded when cal cul ating this val ue.
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** COBOL
% ASM
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(NO MATCH)

ACS ROUTI NE DEFI NI TI ON ( STGELB)
CA M CS StorageMate - PATTERN REPCRT
ABC CORPORATI ON

Figure 4-2. ACS Routine Definition / by Pattern
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------------------------- System ldentifier=SYSA ------mmmmm oo
Const ruct Data Sets Per cent Megabyt es
Nane Mat chi ng Mat chi ng Al | ocat ed
Assi gned Pattern Pattern
DCVSAMT 34 1 146. 4
DCLI ST 298 9 179.9
DCSOURCE 0 0 0.0
DCSOURCE 58 2 194.7
DCSOURCE 0 0 0.0
DCSOURCE 263 8 196.9
DCDOCS 251 7 475. 2
DCl SPF 183 5 607.9
( NONE) 2296 68 4136. 2

3383 5937. 2
3383 5937.2
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ACS Routine Definition / By G oup (STCELB)

Sour ce:

Functi on:

Benefit:

Feat ures:

S\VS
| ssues:

VCADAA file at the DETAIL tinmespan
VCA VS file at the DETAIL tinmespan
HSMM G file at the DETAIL tinespan
HSBBAC file at the DETAIL tinespan
Tape library informati on (external)

This report allows users to define a series of
data set nane nmask patterns, conpare those
patterns against their existing data set nanes,
assign a group nane when a match occurs, and then
sunmari ze the data based on that group nane. This
particul ar report gives a sunmary of each of the
assi gned groups, including the number of data sets
that would exist in the group, and the anount of
space al |l ocated and used by those data sets.

Further information about the use of pattern files
is available in the facility instructions at the
end of this section.

Many software products all ow generic patterns or
masks to be defined that are then used to assign
processing groups to the data set based on the
results of the pattern matching. This report will
hel p users define, test, and tune those patterns
and groups so that software can be inpl enented
faster and with fewer problens. These types of
patterns and groups are very comon in both

aut omat ed data managenent software and in data
security products.

Because of the conplexity of pattern testing, an
assenbl er | anguage format routine is called to do
the actual testing. This routine allows single
character masks (%, multiple character masks (*)
and nultiple node masks (**).

This report is useful for identifying the data set
pattern masks that should be coded in SM5 ACS
routines for the purpose of assigning class and
group nanes for new data sets. Once the pattern
file is conplete, a report option can be used to
generate a starter or skeleton ACS routine

COLUMN DESCRI PTI ONS

Construct Nanme Assi gned

The name of the construct for which this
summari zation applies. A construct name may,
optionally, be associated with each search pattern

in the pattern file. The concept of constructs
allows many data sets with simlar requirenents to
be grouped as one logical entity. For exanple

the following entries in the pattern file:

** . COBOL SCURCE
**  ASM SOURCE
** . PLI SOURCE

woul d assign data set nanmes ending in the suffixes
COBCOL, ASM and PLI to a conmmon group known as

' SOURCE'. Because these data sets all probably
represent source code, it is logical that they
have sinilar requirenents and can be treated as
one entity. Depending on the type of ACS routine
being witten, the construct nane could represent
the name of a Data class, Storage class,
Managenent class, or Storage G oup. A value of
"(NONE)' in this colum indicates that no
construct nane was assigned, either because one
was not defined in the pattern file, or because
the data set matched none of the search patterns

Data Sets Assigned to G oup
The nunber of data sets within the input data that
mat ched search pattern and were assigned the
construct name represented by this sumary |ine

Percent Assigned to G oup
The percentage of data sets within the input data
that were assigned to the construct nane
represented by this summary line. Note that data
sets excluded fromthe analysis by filtering
criteria are not included when calculating this
val ue.

Megabytes Al l ocated The anbunt of storage space,

expressed in nillions of bytes (megabytes),
al l ocated by the data sets assigned to this
construct.

Percent Space Allocated
The percentage of the total storage space
all ocated by the data sets assigned this
construct, expressed in mllions of bytes
(rmegabytes). This is calculated by dividing the
space allocated for this group by the total space
allocated by all data sets in the analysis. Note
that data sets excluded fromthe anal ysis by
filtering criteria are not included when
calculating this val ue

STG5130
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Megabyt es Used

Per cent

The anmpbunt of storage space, expressed in
mllions of bytes (nmegabytes), used by the data
sets assigned to this construct. Note that data
sets included fromtape and HSMw I | al ways have
this value equal to the allocated val ue (unless
you use the PRI MARY option for HSM space
reporting).

Space Used

The percentage of the total storage space used by
the data sets assigned to this construct,
expressed in nmillions of bytes (megabytes). This
is calculated by dividing the space used for this
group by the total space used by all data sets in
the analysis. Note that data sets excluded from
the analysis by filtering criteria are not

i ncl uded when cal cul ating this val ue.
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( NONE)
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Figure 4-3. ACS
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System I dentifier=SYSA
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ACS Routine Definition / Detail (STGELB)

Sour ce:

VCADAA file at the DETAIL timespan
VCA VS file at the DETAIL timespan
HSMM G file at the DETAIL timespan
HSBBAC file at the DETAIL timespan
Tape library informati on (external)

Function: Allows users to conpare a series of data set nane

mask patterns against their existing data set
nanes, and to report the results of these
conpari sons.

Provides a detailed listing of the data sets that
mat ch particular patterns and can be used to
identify data sets that did not match any pattern.

Before using this facility, you nust first create
the pattern file that will be used for the
conpari son.

Further information about the use of pattern files
is available in the facility instructions at the
end of this section.

Features: Many software products allow generic patterns or

SMS

| ssues:

masks to be defined that are then used to allow
operations on data sets whose nanmes match the mask.
This report hel ps users define, test, and tune
those patterns so that software can be inpl enented
faster and with fewer problens.

This analysis reads an external file of data set
patterns that have been defined by the user. This
pattern file also indicates whether a detail ed
listing should be produced for all the data sets
that match a particular pattern, and if detailed
reporting is desired for those data sets that match
none of the patterns.

This report is useful for identifying the data set
pattern masks that should be coded in SMS ACS
routines for the purpose of assigning class and
group nanes for new data sets. Once the pattern
file is conplete, a report option can be used to
generate a starter or skeleton ACS routine.

COLUMN DESCRI PTI ONS

STG6130 Section: 4.3 4-014

Search Pattern
Identifies the search pattern that matched the

CA M CS Storageiate

data set nanes that appear on this page of the
report. A value of '(NO MATCH)' neans that the
data sets that appear in this section did not

mat ch any of the search patterns in the pattern
file. Control over which data sets appear on the
detailed report is set as part of the pattern
file.

Data Set Name
The nane of the data el enent.

Devi ce Type
This value indicates the type of I/0O device.
O her possible values for this colum include
"HSM M G (migrated data sets), 'HSM BACK (HSM
backup data sets), and ' TAPE .

Vol umre Serial Nunber
The vol une serial nunber of the storage nedi um
Val ues ' HSMLV1' (HSM migration |level 1), 'HSM.V2'
(HSM migration level 2), and ' HSBBAC (HSM backup)
are al so valid.

Data Set Type
The organi zation of the data within the data set.

Dat e Created
The date that the data set was first allocated to
a DASD vol une.
This value will always be missing (.) for data
sets on HSM Backup storage.

Date Last Used
The date that the data set was | ast referenced.
This value will always be missing (.) for data
sets on HSM Backup storage.

Extents
The nunber of non-contiguous segments of space
allocated to the data set on one volume. This
value will be blank for tape or HSM nanaged data
sets. This value will be blank for data sets on
tape and HSM st or age.

Ki | obytes All ocated
The anpbunt of space allocated by this data set,
expressed in thousands of bytes (Kkilobytes). This
is calculated by nultiplying the tracks all ocated
by the maxi numtrack capacity.

Ki | obytes Used
The anpbunt of space used by this data set,




expressed in thousands of bytes (kilobytes). This
is calculated by nmultiplying the tracks used by
the maxi numtrack capacity. For data sets on tape
and HSM storage, this will always be the sane

val ue as Kilobytes Allocated (unless the PR MARY
reporting option is specified for HSM space
reporting).
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ACS ROUTI NE DEFI NI TI ON ( STGELB)
CA M CS StorageMate - DETAIL
ABC CORPORATI ON

------------------------------------------- System Il dentifier=SYSA Search Pattern=** ASM ----------ommmm o

Data Set Nanme Devi ce Vol ume Dat a Dat e Dat e
Type Seri al Set Created Last
Nurber Type Used
ATTACH. COMPCSI T. PDE3254. PSP. ASM 3380 LNROO1 PO 11JUL90 14AUQD7
ATTACH. DMM34230. ASM 3380 LNR902 PO 24APRO0  06JULO7
CHECK. BSGG. ASM 3380 LNR909 PO 01NOV89 16 AURD7
CPSD. RE8701C. ASM 3380 LNROOS8 PO 17AUGB9 17AURD7
CPSD. PSP8710C. ASM 3380 LNROOO PO 16 AUGB9 17AURD7
CPSD. PSP9004C. ASM 3380 LNROO3 PO 19APR90 21AUQD7
DAT003. EAS. ASM 3380 LNROO6 PO 15NOV89 10AURD7
DAT009. MADM . ASM 3380 LNROO1 PO 10JAN9O 08AURD7
DAT009. MASTER. DM . ASM 3380 LNR909 PO 030CT88  08AURD7
DAT009. MASTER. MADM . ASM 3380 LNR909 PO 17FEB90 08AURD7
DAT068. PRI VATE. ASM 3380 LNR90O1 PO 15MAR90 13JUL07
DAT079. TEMP. ASM 3380 LNROO1 PO 25JAN90 14NMAYO7
DAT101. MVB. ASM 3380 LNR901 PO 18DEC89 13JUL07
DAT117. ASM 3380 LNR903 PO 16NOV89  07AURD7
DAT134. FLAG410. ASM 3380 LNROO3 PO 12FEB90 22AUQD7
DAT145. BBO. ASM 3380 LNROO3 PO 08JUL90 08JULO7
DAT145. SSEG080. PSP. ASM 3380 LNROO1 PO 02NMAY90 21AUQD7
DAT153. SEN3601. PSP. ASM 3380 LNROO7 PO 25JUL89 16JUNO7
DAT178. STDCVP. ASM 3380 LNROO1 PO 28FEB90 10MAYO7
DAT178. GT(4738. ASM 3380 LNROO3 PO 08JAN90 14NAYO7
DAT178. VTG4738. PSP. ASM 3380 LNR903 PO 05JAN90 14NMAYO7
DAT191. SRC. ASM 3380 LNR903 PO 01MAY90 27JUL07
DAT229. SAB4853. PSP. ASM 3380 LNR901 PO 02NOV89 10JUNO7
FLAG. FLAGDONE. ASM 3380 LNR906 PO 25AUGB9 19AUGD7
FLAG FLAGSTAGE. ASM 3380 LNROOO PO 24NAY90 14AUQD7
FLAG FLAGA70. ASM 3380 LNROO5 PO 22DEC39 17AURD7
FLGSHOW PSP9004C. ASM 3380 LNR908 PO 01JUN9O 17AUQD7
GNNST. ARCTOQCA. HHK4950. ASM 3380 LNROO1 PO 08JAN90 14NMAYO7
GNNST. ARCTOQCA. TEST. ASM 3380 LNROO8 PO 08AUGB0 .
GNNST. S6C. ASM 3380 LNR9OO2 PO 14NMAR90 16 AUCD7
GNNST. S6C. TEST. ASM 3380 LNROOS8 PO 29NVAY90 29NVAYO07
PRODUCT. COVPQOSI T. ABCO000. BETA. ASM 3380 LNROO4 PO 16APR90 22AUQD7
PRODUCT. PRDO004U. TEST. ASM 3380 LNR903 PO 02MAY90 13JUNO7
PRODUCT. PSP9004C. PSP. ASM 3380 LNR906 PO 19APRI0 21AURD7
DATA. COVPCSI T. SHC4299. PSP. ASM 3380 LNR9O7 PO 15JUN90 09JuULO7
DATA. YAE6665. PSP. ASM 3380 LNROO3 PO 20JUL90 21AUQD7
DATA. MASTER. SP. ASM 3380 LNR901 PO 20JUL90 21AUQD7
TESTI NG. DEV. PSP. ASM 3380 LNR90O PO 11JUN9O 21AUQD7
TESTI NG JAE0270. ASM 3380 LNROO1 PO 27FEB90 14NMAYO7
TESTI NG HAE4276. ASM 3380 LNROOS8 PO 13AURR0 20AURD7

Figure 4-4. ACS Routine Definition / Detail

[EnY

I

[EnY

[EnY

I
NFRPOORRPRPFPOFRPRORPNRPORBMRPRPEPRPNRFPONWONORRPRPOWORMIORNNE
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95
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760
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475
3940
1092
2848
902
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142

Ki | obyt es
Used

95
332
2374
5032
3750
9020
3466
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760
47
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285
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1757
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142
47
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47
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1282
33422
47
427
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95
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ACS Test

Sour ce:

Functi on:

Feat ur es:

STG5130

Case Creation (STCELF)

VCADAA file at the DETAIL timespan
VCA VS file at the DETAIL timespan
HSMM G file at the DETAIL timespan
HSBBAC file at the DETAIL timespan
Tape library informati on (external)

This facility obtains data about your existing data
sets fromup to five different input sources, and
uses these data to build test cases for your ACS
routi nes. These test cases can then be used as
input to the | SM= ACS Testing facility to nake sure
your current or proposed ACS routines work
correctly under a wide variety of conditions.

The output of this facility includes a sumrary
report and a jobstreamin your Wirk Data Set that
can then be used to allocate a test case data set,
and populate it with test cases constructed from
your own data

The | SMF ACS Testing facility can then process the
test case library you have built, passing each test
case to your ACS routines (either the active ones
or test versions). The results of these tests will
produce a report file that can then be anal yzed by
another CA M CS StorageMate facility--ACS Testing
Resul ts.

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

The | SMF ACS Testing facility allows you to build

your own test cases, but the information has to be
entered manual Iy through | SPF, with each conpl eted
panel resulting in only one test case. This
facility provides a mechanismthat is faster
| ess prone to error

and

Much of the information needed to describe each
data set can be extracted directly fromthe CA MCS
dat abase. |f your ACS routines are dependent upon
information not in the database (such as the
creating jobnane of the data set), a secondary
screen can be used to supply these values to al
created test cases. Your own SAS code can al so be
inserted at a special exit point that receives
control after each test case has been constructed

Because the nunber of data sets represented by even

CA M CS Storageiate

SMS
| ssues:

one cycle of CA MCS data may be prohibitive, two
opti ons have been included that reduce the nunber
of test cases created. The Random option will
select final test cases at a user-specified

interval, such as every 5th case or every 20th
case. The Subset option will include all data sets
havi ng uni que characteristics, while excluding
those sinmlar to cases already selected. This

option considers such factors as the data set nane,
data set size, accounting fields, and data set
or gani zati on.

An i mportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating
correctly and achieving their desired results.

This problemis no less critical after SV5
conversion, as regular maintenance to the ACS
routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just
as inmportant as the accuracy of any systemexit.
Testing your routines with a | arge nunber of test
cases Will help insure your success in this
critical task.

COLUMN DESCRI PTI ONS

SUMVARY OF TEST CASES CREATED | N MEMBER nane OF
DATA SET dsnane

CASES

CASES

CASES

This informational line identifies the Wrk Data Set
(dsnane) and nenber (nane) containing the jobstream
that will create and popul ate the test case library.
This jobstream should be edited, if necessary, and
then subnmitted to create the test case library.

FROM DASD DATA ( NON- VSAM

A nuneric value that represents the total nunber of
test cases created fromthe CA M CS VCADAA file
VCADAA cont ai ns i nformati on about non- VSAM dat a sets
that reside on primary (Level 0) DASD

FROM DASD DATA (VSAM

A nuneric value that represents the total nunber of
test cases created fromthe CA MCS VCA VS file.
VCA VS contains informati on about VSAM data sets
that reside on primary (Level 0) DASD

FROM TAPE DATA

A nuneric value that represents the total nunber of
test cases created fromdata representing your tape
library. This information is obtained from an
external data set you provided. The M CSLGG report

Section: 4.3




CASES

CASES

shoul d identify the name of the data set that was
used.

FROM HSM M GRATI ON DATA

A nuneric value that represents the total numnber of
test cases created fromthe CA MCS HSMM G fil e.
This file contains infornation about data sets that
previously resided on DASD, but have migrated to
either Level 1 or Level 2 HSM storage.

FROM HSM BACKUP DATA

A nuneric value that represents the total nunber of
test cases created fromthe CA M CS HSBBAC file.
This file contains information about data sets that
have one or nore versions avail abl e on HSM backup
st or age.

*TOTAL TEST CASES GENERATED*

A nuneric value that represents the total nunber of
test cases created in the test case library. This

nunber should be the sumof all the val ues described

above.

STG5130
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ACS TEST CASE CREATI ON ( STGELF)
CA M CS Storageiate
ABC CORPORATI ON

SUMVARY OF TEST CASES CREATED | N MEMBER ACS0412 OF DATA SET STORADMWN. M CSSTOR. CNTL

CASES FROM DASD DATA ( NON- VSAM 742
CASES FROM DASD DATA ( VSAM 104
CASES FROM TAPE DATA 503
CASES FROM HSM M GRATI ON DATA 379
CASES FROM HSM BACKUP DATA 5
*TOTAL TEST CASES GENERATED* 1733

Figure 4-5. ACS Test Case Creation
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ACS Testing Results / Statistics (STGELG

NOTE: Pl ease review the "Procedures for using the ACS
Test Facility" section before attenpting to use
this facility. This section is contained in the
description of the ACS Test Case Creation
facility.

Sour ce: ACS Test Case Library
ACS Testing Qutput Report File

Function: This facility analyzes the results of the ACS
routine testing process to make sure your ACS
routi nes are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is
read by the | SMF ACS Test Facility, and each test
case is passed to your production/test ACS
Routine(s). The test results are witten by | SM
to a report output file. This facility reads both
the test case library and the testing output file,
nerges them and provides a nunber of reports
useful in evaluating the operation of the ACS
routines.

This particular report provides a sumary page of
general statistics, useful for obtaining a quick

i mpression of the overall testing results. Oher
reports may then be used to provide nore detail or
to expl ore anomali es.

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Features: Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you can specify
that all four types of ACS routines be executed
(Storage d ass, Mnagenent C ass, Data C ass,
Storage Group), but when running reports you can
only be interested in results of the Data C ass
routine.

Up to eight different reports nmay be generated by
this facility, each showing a different view of
the test results, or showing a different

sunmari zation. The reports can be selected in any
conbi nati on.

STG5130 CA M CS Storageiate

SMS

| ssues: An inportant phase of any SMS conversion project
i s making sure your ACS routines are operating
correctly and achieving their desired results.
This problemis no less critical after SM5
conversi on, because regul ar mai ntenance to the ACS
routines will still be necessary. Because of
their critical nature, accuracy of ACS routines is
just as inportant as the accuracy of any system
exit. Using this facility to carefully analyze
your test results will help insure your success in
this critical task.

COLUMN DESCRI PTI ONS

TOTAL NUMBER OF TEST CASES:
A nuneric value indicating the total nunber of
test cases that were processed by the ACS Test
Facility.

STORAGE CLASS COUNTS:
The statistics following this heading apply to the
testing of the storage class ACS routine. Refer
to the ' Conmon Val ues' section below for a
description of each of these itens.

MANAGEMENT CLASS COUNTS:
The statistics following this heading apply to the
testing of the managenent class ACS routine.
Refer to the ' Common Val ues' section below for a
description of each of these itens.

DATA CLASS COUNTS:
The statistics following this heading apply to the
testing of the data class ACS routine. Refer to
the ' Cormon Val ues' section below for a
description of each of these itens.

STORAGE GROUP COUNTS:
The statistics following this heading apply to the
testing of the storage group ACS routine. Refer
to the ' Conmon Val ues' section below for a
description of each of these itens.
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(Conmon Val ues)

ACS ROUTI NE | NVOCATI ON
A nuneric value indicating the total nunber of
times this ACS routine was invoked in this test.
The data class and storage class ACS routines
shoul d be called for every test case. The
managenent class ACS routine should be called for
every nanaged data set, with a few exceptions such
as VIO data sets. The storage group ACS routine
shoul d be called for every managed data set.

RETURN CODE NOT ZERO
A nureric value indicating the nunber of tines the
ACS routine conpleted with a non-zero return code
This condition would cause the allocation to fai
if the routine were running in a production
environment. The nunber in parentheses indicates
the percentage of the total calls to this ACS
routine that had this result.

VALI D CLASS/ GROUP VALUE ASSI GNED:
A nuneric value indicating the nunber of calls to
this ACS routine that resulted in a zero return
code, and a valid (non-blank) class/group name
bei ng assigned. The nunber in parentheses
i ndi cates the percentage of the total calls to
this ACS routine that had this result.

BLANK (NULL) VALUE ASSI GNED
A nuneric value indicating the nunber of calls to
this ACS routine that resulted in a zero return
code, but a null (blank) class/group nanme being
assi gned. The nunber in parentheses indicates the
percentage of the total calls to this ACS routine
that had this result.

STG5130 CA M CS Storageiate
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TOTAL NUMBER OF TEST CASES:

STORAGE CLASS COUNTS:
ACS ROUTI NE | NVOCATI ON:
RETURN CODE NOT ZERO
VALI D CLASS VALUE ASSI GNED:

BLANK (NULL) VALUE ASSI GNED:

MANAGEMENT CLASS COUNTS:
ACS ROUTI NE | NVOCATI ON:
RETURN CODE NOT ZERO
VALI D CLASS VALUE ASSI GNED:

BLANK (NULL) VALUE ASSI GNED:

DATA CLASS COUNTS:
ACS ROUTI NE | NVOCATI ON:
RETURN CODE NOT ZERO
VALI D CLASS VALUE ASSI| GNED:

BLANK (NULL) VALUE ASSI GNED:

STORAGE GROUP COUNTS:
ACS ROUTI NE | NVOCATI ON:
RETURN CODE NOT ZERO
VALI D GROUP VALUE ASSI GNED:

BLANK (NULL) VALUE ASSI GNED:

416
416

5 ( 1%
398 ( 969
13 ( 3%
396

0 ( 0%
386 ( 979
10 ( 3%
416

0 ( 0%
358 ( 86%
58 ( 14%
398

0( 0%
398 (1009

0( 0%
Figure 4-6. ACS Testing Results / Statistics
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ACS Testing Results / Detail
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ACS Test Case Library
ACS Testing Qutput Report File

This facility anal yzes the results of the ACS
routine testing process to nake sure your ACS
routines are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is read
by the | SMF ACS Test Facility, and each test case
is passed to your production/test ACS Routine(s).
The test results are witten by ISM- to a report
output file. This facility reads both the test
case library and the testing output file, merges
them and provides a nunber of reports useful in
eval uating the operation of the ACS routines.

This particular report provides a detailed listing
showi ng conpete infornmati on about the results of
each test case processed. It provides the nost in-
depth informati on avail abl e when researching a
probl em or verifying ACS routine operation.

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you may specify
that all four types of ACS routines be executed
(Storage O ass, Managenent C ass, Data C ass,
Storage Group), but when running reports you may
only be interested in results of the Data C ass
routine.

Up to eight different reports may be generated by
this facility, each showing a different view of the
test results, or showing a different summarization.
The reports can be selected in any conbi nation.

An inportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating
correctly and achieving their desired results.

This problemis no less critical after SMS
conversion, as regul ar naintenance to the ACS
routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just
as inmportant as the accuracy of any systemexit.

CA M CS Storageiate

Using this facility to carefully analyze your test
results will help ensure your success in this
critical task.

COLUMN DESCRI PTI ONS

SYSI D

Thi s val ue appears at the top of each page and
identifies the systemto which this data applies.
The System ldentifier (SYSID) is copied fromthe
CA M CS data used in creating the test cases.

Maxi mum Ret urn Code

A nuneric value indicating the maxi mumreturn code
received fromany of the ACS routines called on
behal f of this test case. This colum wll be
blank if the return code was zero. Exami nation of
the next four colums (class and group names)
shoul d reveal the error codes presented by

i ndi vi dual routines.

Storage O ass Nane

Manage.

The nanme of the storage class assigned to this data
set by the storage class ACS routine. A BLANK

val ue indicate that the ACS routine was not invoked
for this data set. A value of '(NONE)' indicates
that the ACS routine was call ed, but no val ue was
assi gned. A value of '*RC=nnnn' indicates a non-
zero return code fromthe routine, where 'nnnn' is
the nuneric representation of the return code.

Cl ass Nane

The nane of the managenent class assigned to this
data set by the nmnagenent class ACS routine. A
BLANK val ue indicate that the ACS routi ne was not
i nvoked for this data set. A value of '(NONE)'

i ndicates that the ACS routine was called, but no
val ue was assigned. A value of '*RC=nnnn'
indicates a non-zero return code fromthe routine,
where 'nnnn' is the nuneric representation of the
return code.

Storage G oup Nane

The nane of the storage group assigned to this data

set by the storage group ACS routine. A BLANK
val ue indicate that the ACS routine was not invoked
for this data set. A value of '(NONE)' indicates

that the ACS routine was called, but no val ue was

assi gned. A value of '*RC=nnnn' indicates a non-

zero return code fromthe routine, where 'nnnn' is
the numeric representation of the return code.
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Data C ass Nane
The name of the data class assigned to this data
set by the data class ACS routine. A BLANK val ue
i ndicate that the ACS routine was not invoked for
this data set. A value of '(NONE)' indicates that
the ACS routine was called, but no val ue was
assi gned. A value of '*RC=nnnn' indicates a non-
zero return code fromthe routine, where 'nnnn' is
the nuneric representation of the return code.

Data Set Nane
The nanme of the data set passed to the testing
routine for this test case.

Test Case Menber
Identifies the test case library nmenber (PDS
menber) that was passed to the ACS test routine.
You may want to browse this menber in the test case
library to identify the actual values passed to the
ACS routine. This is especially val uable when
investigating errors or inproper results in the ACS
routi nes.

Si ze (KB)
The cal cul ated size of the identified data set as
passed to the ACS routine. The value is
represented in kilobytes (thousands of bytes).
This value is inportant because the ACS routine
of ten makes deci sions based on it.

I nput Type
The location of the original data set upon which
this test case was based. This value is supplied
by the ACS Test Case Creation function, based on
the original source of the data. Valid values are
DASD (VCADAA file), VSAM (VCA VS file), TAPE
(External), MGRATE (HSMM G file), or BACKUP
(HSBBAC file).
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ACS TESTI NG RESULTS ( STCELG

CA M CS Storageivate - DETAIL

ABC CORPORATI ON

------------------------------------------------------------ SYSI DESYSA = - - - = - - m o m i

Maxi mum
Ret urn
Code

N= 25

St or age
Cl ass
Nanme

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
( NONE)

STANDARD
( NONE)

STANDARD
STANDARD
( NONE)

( NONE)

STANDARD
*RC=0008
* RC=0008
STANDARD
*RC=0012
STANDARD
STANDARD
*RC=0012
* RC=0008
STANDARD
STANDARD
VI CDA

VI CDA

Manage.
d ass
Nane

STANDARD
LARGE

STANDARD
STANDARD
STANDARD
( NONE)

STANDARD
STANDARD
STANDARD

STANDARD
STANDARD
STANDARD

NOM G
NOM G

St or age
G oup
Nanme

TSONRK
LARGEGP
TSOARK
TSOARK
TSONRK

TSONRK
TSOARK
TSONRK
TSONRK

TSOARK

TSONRK
TSONRK

TSOARK
TSONRK
VI ODA
VI ODA

Data Set Nanme

BACKO1. DATASETS. SETS5S. LI ST
BKUPOF1. ARVR. TEST. DATA

BSX. V22. PX. SOURCE

CAPPLN. COMPOSED. CAPTDTA. DATA
CAPPLN. DTESTLI B. | SPTLI B
CSUT. BDBFR250. BDB. CLOSED. ADJUST. CNTL
CSUT. PST8904A. CNTL

CSUT. PST8910A. | NCL

CSUT. PST8910A. TEST120. CNTL
CSUT. PST8910A. MONFI LE
DALTEST. TSOARK. PROCLI B
DALTEST. MAST. USER. PSTT. LI ST
DXBAAA. TST4455. MR

DXBBBB. LDFGEDS. PT. TEXTCNTL
DXBCCC. MAST. USER. BATCHL1
DXBDDD. Cl CSTST. TEMPDATA
DXBEEE. BXX302. DI SK. SUM DATA. Y002C001
DXBFFF. RRR. SMFDATA

DXBGGEG TSTPROBS. SOURCE
DXBHHH. TST4000. PRT. PD. TEXT
DXBI | | . PRODUCT. SMF

SYS2. SMFBKUP. VEEKL Y1

SYS2. SMFBKUP. \EEKL Y2

SYS3. XX. | SPPLI B

SYS3. ZZTEST1. CXX. DATA

Figure 4-7. ACS Testing Results / Detail

Test
Case
Menber

@ACA002
@KUA001
@SXA002
@APA003
@APA004
@SUA001
@SUA003
@SUA004
@SUA005
@SUA006
@A1A001
@NA1A002
@XBA04T
@XBA048
@XBA049
@XBA068
@XBA069
@XBAO71
@XBAO72
@XBA073
@XBAO74
@YSA012
@YSA013
@YSA014
@YSA015

Si ze |nput
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(KB) Type
18.4 M GRATE
100409.4 TAPE
510.0 M GRATE
226.7 DASD
2.0 M GRATE
712.1 DASD
793.3 DASD
1139. 4 DASD
73.7 M GRATE
4747.6 DASD
56.7 DASD
2.0 M GRATE
47.5 DASD
849.9 DASD
47.5 DASD
20.5 M GRATE
2848.4 DASD
849.9 DASD
902. 0 DASD
113.3 DASD
712.1 DASD
134766.6 TAPE
135053.3 TAPE
4249.8 DASD
39664.1 VSAM
428816. 2
4-025
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ACS Test Case Library
ACS Testing Qutput Report File

This facility anal yzes the results of the ACS
routine testing process to nake sure your ACS
routines are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is read
by the | SMF ACS Test Facility, and each test case
is passed to your production/test ACS Routine(s).
The test results are witten by ISM- to a report
output file. This facility read both the test case
library and the testing output file, merges them
and provi des a nunber of reports useful in

eval uating the operation of the ACS routines.

The exception reports identify conditions that
indicate an error in the operation of the ACS
routine. Two different exception reports nay be
requested. One report lists test cases that
received a non-zero return code fromthe ACS
routine, while the other report indicates test
cases that received a blank (null) value back from
one or nore of the ACS routines.

may

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you can specify
that all four types of ACS routines be executed
(Storage d ass, Managenent C ass, Data C ass,

St orage G oup), but when running reports you can
only be interested in results of the Data C ass
routine.

Up to eight different reports can be generated by
this facility, each showmng a different view of the
test results, or showing a different summarization.
The reports can be selected in any conbi nation.

An inportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating
correctly and achieving their desired results.

This problemis no less critical after SMVM5
conversion, as regular nmaintenance to the ACS

CA M CS Storageiate

routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just
as inmportant as the accuracy of any systemexit.
Using this facility to carefully analyze your test
results will help ensure your success in this

critical task.

COLUMN DESCRI PTI ONS

TI TLE

SYSI D

4
The fourth title line of the report
exception report is being produced.

i ndi cat es whi ch
This title

will be either ' TEST CASES W TH NON- ZERO RETURN
CODES' or 'TEST CASES W TH NULL VALUES ASSI GNED .
Test cases will appear on these reports if ANY of

the ACS routines called for a test case returns a
non-zero value or a null assignnent.

Thi s val ue appears at the top of each page and
identifies the systemto which this data applies.
The System ldentifier (SYSID) is copied fromthe
CA M CS data used in creating the test cases.

Maxi mum Ret urn Code

A nuneric value indicating the maxi mumreturn code
received fromany of the ACS routines called on
behal f of this test case. This colum wll be
blank if the return code was zero. Exami nation of
the next four colums (class and group names)
shoul d reveal the error codes presented by

i ndi vi dual routines.

Storage O ass Nane

Manage.

The nane of the storage class assigned to this data
set by the storage class ACS routine. A BLANK

val ue indicates that the ACS routine was not
invoked for this data set. A value of '(NONE)'
indicates that the ACS routine was call ed, but no
val ue was assigned. A value of '*RC=nnnn'

indicates a nonzero return code fromthe routine,
where 'nnnn' is the nuneric representation of the
return code.

Cl ass Nanme

The nane of the managenent class assigned to this
data set by the nmnagenent class ACS routine. A
BLANK val ue indicate that the ACS routi ne was not
i nvoked for this data set. A value of '(NONE)'
indicates that the ACS routi ne was call ed, but no
val ue was assigned. A value of '*RC=nnnn'
indicates a nonzero return code fromthe routine,
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where 'nnnn' is the nuneric representation of the
return code

St orage G oup Name

Dat a

Dat a

Test

Si ze

| nput

The name of the storage group assigned to this data
set by the storage group ACS routine. A BLANK

val ue indicates that the ACS routine was not
invoked for this data set. A value of ' (NONE)

i ndi cates that the ACS routine was called, but no
val ue was assigned. A value of '*RC=nnnn'

i ndi cates a nonzero return code fromthe routine
where 'nnnn' is the nuneric representation of the
return code

Cl ass Nanme

The nanme of the data class assigned to this data
set by the data class ACS routine. A BLANK val ue
i ndicates that the ACS routine was not invoked for
this data set. A value of '(NONE)' indicates that
the ACS routine was called, but no val ue was
assigned. A value of '*RC=nnnn' indicates a
nonzero return code fromthe routine, where 'nnnn'
is the nunmeric representation of the return code

Set Nane
The nanme of the data set passed to the testing
routine for this test case.

Case Menber

Identifies the test case |ibrary nmenber (PDS
nmenber) that was passed to the ACS test routine

You may want to browse this nenber in the test case
library to identify the actual values passed to the
ACS routine. This is especially valuable when
investigating errors or inproper results in the ACS
routi nes.

(KB)
The cal cul ated size of the identified data set as
passed to the ACS routine. The value is
represented in kilobytes (thousands of bytes).
This value is inportant as the ACS routine often
nmakes deci sions based on it.

Type

The | ocation of the original data set upon which
this test case was based. This value is supplied
by the ACS Test Case Creation function, based on
the original source of the data. Valid values are
DASD (VCADAA file), VSAM (VCA VS file), TAPE
(External), M GRATE (HSMM G file), or BACKUP
(HSBBAC file).

STG5130

CA M CS Storageiate

Secti on:

4.3




ACS TESTI NG RESULTS ( STCGELG
CA M CS StorageiMate - EXCEPTI ONS
ABC CORPORATI ON
TEST CASES W TH NULL VALUES ASSI GNED

------------------------------------------------------------ SYSI DESYSA - - - m - m oo e e e e e e e e oo oo
Maxi mum St or age Manage. St or age Dat a Data Set Nane Test Size Input
Ret urn C ass C ass G oup C ass Case (KB) Type
Code Name Name Name Name Menmber

STANDARD STANDARD TSOWRK ( NONE) ATA. TEST2. LOAD @ATAA002 364.5 M GRATE]
STANDARD STANDARD TSOWRK ( NONE) BACKI T. DATASETS. SETSS. LI ST @BACA002 18.4 M GRATE
STANDARD STANDARD TSOWRK ( NONE) BSS. V22. P1. SOURCE @BSSA002 510.0 M GRATE
STANDARD STANDARD TSOARK ( NONE) BTEST. PROD. AAAFMCF @BTEAQ02 739.3 M GRATE
STANDARD STANDARD TSOARK ( NONE) CAPPLN. C. PXX. PROCLI B @CAPAQO01 65.5 M GRATE
STANDARD STANDARD TSOARK ( NONE) CAPPLN. DEVT1111. | SPTLI B @CAPA004 2.0 M GRATE
( NONE) DCPS CST. RCP. COMPLOAD. PREPRCC @CSTA001 94.9 DASD
STANDARD STANDARD TSONRK ( NONE) CSTPLN. ACTI VET. PST. DOC. TEXT @CSTA002 149.5 M GRATE
( NONE) DCPS CSUT. BXXXR250. XXX. CLOSED. ADJUST. CNTL @CSUA001 712.1 DASD
STANDARD ( NONE) TSOARK ( NONE) CSUT. BXXXR302. DOCFI X @CSUA002 10.2 M GRATE
STANDARD ( NONE) TSOARK DCPO CSUT. PXXXX04U. CNTL @CSUA003 793.3 DASD
( NONE) DCPO CSUT. PXXXX10C. | NCLLI B @CSUA004 1139.4 DASD
STANDARD STANDARD TSOWRK ( NONE) CSUT. PXXXX10C. PSTTEST. CNTL @CSUAD05 73.7 M GRATE
( NONE) DCPS VADDA. PROD. TCORP. XXXBEXT. BKUP @\DDA004 9113.3 TAPE
( NONE) DCPS WDDA. WDDADBTC. STEP87. PRCOPY @\DDAQO5 32.8 TAPE
SYSI D 13818.9

N= 15

Figure 4-8. ACS Testing Results / Exceptions
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ACS Test Case Library
ACS Testing Qutput Report File

This facility anal yzes the results of the ACS
routine testing process to nake sure your ACS
routines are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is read
by the | SMF ACS Test Facility, and each test case
is passed to your production/test ACS Routine(s).
The test results are witten by ISM- to a report
output file. This facility reads both the test
case library and the testing output file, merges
them and provides a nunber of reports useful in
eval uating the operation of the ACS routines.

The storage class ACS routine has a dual
because it nust decide whet her
managed as well as determ ning the class to be
assigned to it. The analysis reports are useful in
maki ng sure the first function is working
correctly. One analysis report will show all data
sets that woul d be nmanaged, while the other shows
those that would not be managed. These reports can
only be requested if you specified that the storage
class ACS routine be invoked as part of the testing
process.

function,
a data set should be

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you can specify
that all four types of ACS routines be executed
(Storage O ass, Managenment C ass, Data C ass,

St orage Group), but when running reports you nay
only be interested in results of the Data C ass
routine.

Up to eight different reports may be generated by
this facility, each showing a different view of the
test results, or showing a different sumarization.
The reports can be selected in any conbi nation.

An inportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating

CA M CS Storageiate

correctly and achieving their desired results.

This problemis no less critical after SMVM5
conversion, as regul ar naintenance to the ACS
routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just
as inmportant as the accuracy of any systemexit.
Using this facility to carefully analyze your test
results will help ensure your success in this
critical task.

COLUMN DESCRI PTI ONS

TI TLE

SYSI D

4

The fourth title line of the report indicates which
anal ysis report is being produced. This title will
be either ' MANAGED DATA SETS' or ' UNVANAGED DATA
SETS'. If a test case is assigned a bl ank storage
class, it will not be managed. A non-blank val ue,
as well as a return code of zero, indicates SMS

wi Il manage the data set.

Thi s val ue appears at the top of each page and
identifies the systemto which this data applies.
The System ldentifier (SYSID) is copied fromthe
CA M CS data used in creating the test cases.

Maxi mum Ret urn Code

A nuneric value indicating the maxi numreturn code
received fromany of the ACS routines called on
behal f of this test case. This colum wll be
blank if the return code was zero. Exam nation of
the next four colums (class and group nanes)
shoul d reveal the error codes presented by

i ndi vi dual routines.

Storage d ass Nane

Manage.

The nanme of the storage class assigned to this data
set by the storage class ACS routine. A BLANK

val ue indicates that the ACS routine was not

i nvoked for this data set. A value of '(NONE)'
indicates that the ACS routine was called, but no
val ue was assigned. This null val ue shoul d never
be present for a nanaged data set, but should

al ways be present for an unnanaged one. A val ue of
"*RC=nnnn' indicates a non-zero return code from
the routine, where 'nnnn' is the nuneric
representation of the return code.

Cl ass Name
The name of the managenent
data set by the nanagenent

cl ass assigned to this
class ACS routine. A
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BLANK val ue indicates that the ACS routine was not
invoked for this data set. A value of ' (NONE)
indicates that the ACS routine was call ed, but no
val ue was assigned. A value of '*RC=nnnn
indicates a non-zero return code fromthe routine
where 'nnnn' is the nuneric representation of the
return code

St orage G oup Name

The nane of the storage group assigned to this data
set by the storage group ACS routine. A BLANK

val ue indicates that the ACS routine was not

i nvoked for this data set. A value of ' (NONE)
indicates that the ACS routine was call ed, but no
val ue was assigned. A value of '*RC=nnnn'

i ndi cates a non- zero return code fromthe
routi ne where 'nnnn' is the numeric representation
of the return code

Data Cl ass Nane

The nane of the data class assigned to this data
set by the data class ACS routine. A BLANK val ue
i ndicates that the ACS routine was not invoked for
this data set. A value of '(NONE)' indicates that
the ACS routine was called, but no value was
assigned. A value of '*RC=nnnn' indicates a non-
zero return code fromthe routine, where 'nnnn' is
the numeric representation of the return code

Data Set Nane

The nanme of the data set passed to the testing
routine for this test case

Test Case Menber

Identifies the test case library nmenber (PDS
menber) that was passed to the ACS test routine

You may want to browse this menber in the test case
library to identify the actual values passed to the
ACS routine. This is especially val uable when
investigating errors or inproper results in the ACS
routines.

Si ze (KB)

I nput

STG5130

The cal cul ated size of the identified data set as
passed to the ACS routine. The value is
represented in kilobytes (thousands of bytes).
This value is inportant as the ACS routine often
makes deci si ons based on it.

Type
The location of the original data set upon which
this test case was based. This value is supplied

CA M CS Storageiate

by the ACS Test Case Creation function,

based on

the original source of the data. Valid values are

DASD (VCADAA file), VSAM (VCA VS file),

TAPE

(External), M GRATE (HSMM G file), or BACKUP

(HSBBAC file).
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ACS TESTI NG RESULTS ( STCELG

CA M CS StorageMate - ANALYSI S

ABC CORPORATI ON
UNMANAGED DATA SETS

------------------------------------------------------------ SYSI DESYSA = - - - = - - m o m e

Maxi mum St or age

Ret urn
Code

d ass
Nane

13

Manage.
d ass
Nane

St or age
G oup
Name

Data Set Nanme

CSA. RCP. COVPLOAD. PREPROC

CSUT. AXXXX250. XXX. CLOSED. ADJUST. CNTL
CSUT. PSTESTOC. | NCLLI B

DAL1TES1. TSOTST. PROCLI B

DA1TES2. MAST. USER. PSTS. LI ST

DA2TEST. NDXX. D01214. T161007

DBRT. DALYTRAN. BACKUP. G1594V00

DBRT. PACK. DBXX01. G1688V00

DDAT. DDATEST4. TRNORT. BKOKD. G3188V00
DSI TEST. ASM CLASS

DXBXXX. BXXX302. MODLDSCB

WDDA. PRCD. TEST1. XXXBEXT. BKUP

WDDA. TESTDBTC. STEP21. PRTEST. G0002V00

Figure 4-9. ACS Testing Results / Analysis

Test
Case
Menber

@SAA002
@SUA001
@SUA004
@A1A001
@A1A002
@A2A002
@BRA00O1
@BRA002
@DAAOO1
@S| A006
@XBA040
@\DDAO04
@\DDA005

Si ze
(KB)

94.9
712.1
1139. 4
56.7
2.0

2.0
7858. 4
206257.0
21533. 2
192.5

0

3

8

246994. 4
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ACS Test Case Library
ACS Testing Qutput Report File

This facility anal yzes the results of the ACS
routine testing process to nake sure your ACS
routines are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is read
by the | SMF ACS Test Facility, and each test case
is passed to your production/test ACS Routine(s).
The test results are witten by ISM- to a report
output file. This facility reads both the test
case library and the testing output file, merges
them and provides a nunber of reports useful in
eval uating the operation of the ACS routines.

The group reports sunmarize the results of each ACS
routine, showi ng the various class/group nanes that
wer e assigned by the routine, and the nunber of
data sets assigned to each of those nanmes. Space
val ues are also reported, to assist in the space

pl anni ng needed for the various groups.

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you can specify
that all four types of ACS routines be executed
(Storage O ass, Managenent C ass, Data C ass,
Storage Group), but when running reports you can
only be interested in results of the Data C ass
routine.

Up to eight different reports may be generated by
this facility, each showing a different view of the
test results, or showing a different summarization.
The reports can be selected in any conbination.

An inportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating
correctly and achieving their desired results.

This problemis no less critical after SMS
conversion, as regul ar naintenance to the ACS
routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just

as inportant as the accuracy of any systemexit.
Using this facility to carefully analyze your test
results will help insure your success in this
critical task.

COLUMN DESCRI PTI ONS

SYSI D
Thi s val ue appears at the top of each page and
identifies the systemto which this data applies.
The System ldentifier (SYSID) is copied fromthe
CA M CS data used in creating the test cases.

St orage Cl ass Name

Managerment Cl ass Name

Data Cl ass Nane

St orage G oup Name
The first colum of the report will have one of
these titles, indicating the ACS routine to which
the statistics on the report apply. A separate
report will be produced for each ACS routine for
whi ch test data was found in the input report file.
The val ues under the colum heading indicate the
various nanmes assigned by the ACS routine. A value
of '(NONE)' indicates that no cl ass/group name was
assigned by the ACS routine to the test cases in
that group. A value of '*RC=nnnn' indicates a non-
zero return code fromthe ACS routine, where 'nnnn'
is the nuneric representation of the return code.

Nunber of Data Sets
A nuneric value indicating the nunber of test cases
assigned by the ACS routine to this class or group
nane.

Percent of Data Sets
The percentage of all test cases for which this ACS
routine was called that were assigned to this
particul ar class or group.

Space All ocated M Bytes
The amobunt of space, reported in negabytes, that is
being allocated by the data sets that were assigned
to this particular class or group. This value is
cal cul ated using data set allocation statistics
extracted fromCA MCS at the tinme the test cases
were created.

Percent of Megabytes
Based on the total megabytes allocated by all the
data sets for which this ACS routine was invoked,
the percentage of that space allocated by the data

STG5130
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sets assigned to this particular class or group.

M ni mum Si ze K- Bytes
The smal | est ampbunt of space allocated by any one
of the data sets assigned to this class or group,
expressed in kil obytes.

Maxi mum Si ze K- Bytes
The | argest anount of space allocated by any one of
the data sets assigned to this class or group,
expressed in kil obytes.

Aver age Size K-Bytes
The average anount of space allocated by the data
sets assigned to this class or group, expressed in
kil obytes. This is calculated by dividing the
total space allocated for all data sets in the
group by the nunber of data sets assigned to the
group.

STG6130 CA M CS StorageMate Section: 4.3 4-033




STG5130

St or age
Cl ass
Nane

( NONE)
STANDARD
VI OTEST

Managenent
d ass
Nanme

( NONE)
LARGE
NOM GRT
STANDARD

St or age
G oup
Name

CUSTSUP
LARCGEGP
TSOARK

Nunmber of
Data Sets

13
396
2

Nunmber of
Data Sets

58

Nunmber of
Data Sets

Al
CA

Per cent of
Data Sets

©
caw
LENTS

Per cent of
Data Sets

ArORFRO

o w
Pwwn

Per cent of
Data Sets

[y
onNww
~NRk A©

g1 N

Per cent of
Data Sets

1.3
32.9
65. 3

Fi gure 4-10.

CS TESTI NG RESULTS (STGELQ
M CS StorageMate - GROUP

ABC CORPORATI ON

SYSI D=SYSA
Space Per cent of
Al | ocat ed Megabyt es
M Byt es
247.0 1.2
20372.1 98. 6
43.9 0.2
20663. 0
SYSI D=SYSA
Space Per cent of
Al l ocat ed Megabyt es
M Byt es
4.4 0.0
18572.5 91.2
1476. 3 7.2
318.9 1.6
20372.1
SYSI D=SYSA
Space Percent of
Al | ocat ed Megabyt es
M Byt es
52.3 0.3
128. 8 0.6
101.6 0.5
20295.5 98. 2
20588. 2
SYSI D=SYSA
Space Percent of
Al | ocat ed Megabyt es
M Byt es
2.9 0.0
18572.5 91.0
1796. 7 8.8
20373.1

M ni num
Size
K- Byt es

4250

M ni num
Size
K- Byt es

95

M ni mum
Si ze
K- Byt es

57
2136
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Maxi mum
Si ze
K- Byt es

206257
774971
39664

Maxi mum
Si ze
K- Byt es

1729
774971
135201

42496

Maxi mum
Size
K- Byt es

25393
33230
28672
774971

Maxi mum
Si ze
K- Byt es

1247

774971
135201
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Aver age
Si ze
K- Byt es

19000
51445
21957

Aver age
Si ze
K- Byt es

442
141775
123021

1312

Aver age
Si ze
K- Byt es

902
9200
1104

85998

Aver age
Size
K- Byt es

578
141775
6910
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ACS Test Case Library
ACS Testing Qutput Report File

This facility anal yzes the results of the ACS
routine testing process to nake sure your ACS
routines are working correctly. Another CA MCS
StorageMate facility, the ACS Test Case Creation
facility, is used to build a library of ACS test
cases fromyour CA MCS data. That library is read
by the | SMF ACS Test Facility, and each test case
is passed to your production/test ACS Routine(s).
The test results are witten by ISM- to a report
output file. This facility reads both the test
case library and the testing output file, merges
them and provides a nunber of reports useful in
eval uating the operation of the ACS routines.

The owner report produces a consolidated analysis
of the operation of all four ACS routines,

sunmari zed by the application associated with each
of the test case data sets. This provides an

excel l ent nmethod of cross-referencing the operation
of all ACS routines, making sure they will operate
correctly with each different application's data.

Further information about the use of the ACS Test
Facility is available in the facility instructions
at the end of this section.

Options allow you to restrict reporting to only
those ACS routines specified. For exanple, when
executing the | SMF Test Facility you can specify
that all four types of ACS routines be executed
(Storage d ass, Managenent C ass, Data C ass,
Storage G oup), but when running reports you can
only be interested in results of the Data C ass
routine.

Up to eight different reports can be generated by
this facility, each showing a different view of the
test results, or showing a different summarization.
The reports can be selected in any conbi nation.

The application value for each data set is set when
the test cases are built by the ACS Test Case
Creation facility within CA MCS StorageMate.
Options include application assignnment based on one
or nore nodes of the data set nane, one or nore of
the CA MCS accounting fields, or using a
user-defined table that associ ates data set

CA M CS Storageiate
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prefixes with an application nane.

An inportant phase of any SMS conversion project is
maki ng sure your ACS routines are operating
correctly and achieving their desired results.

This problemis no less critical after SMS
conversion, as regular maintenance to the ACS
routines will still be necessary. Because of their
critical nature, accuracy of ACS routines is just
as inportant as the accuracy of any systemexit.
Because nost ACS routines will probably be witten
to assign critical classes to only selected
applications, this report will be useful in
ensuring those assignments are working correctly.

COLUMN DESCRI PTI ONS

SYSI D

Onner

Thi s val ue appears at the top of each page and
identifies the systemto which this data applies.
The System ldentifier (SYSID) is copied fromthe
CA M CS data used in creating the test cases.

Identifies the application or ower of the data
sets in this group. This value is assigned to each
data set when the test cases are created by the ACS
Test Case Creation facility of CA MCS StorageMate.
Refer to that facility for details about options
for establishing data set ownership. Al of the
values in this report will apply to the data sets
that were assigned to this particul ar owner.

Storage d ass Nane

Manage.

The nanme of the class assigned to the data sets in
this group by the storage class ACS routine. Note
that a sunmary line will appear for each unique
conbi nati on of storage class, managenent cl ass,
data cl ass, and storage group. The report groups
are sorted based on the nunber of data sets

assi gned to each.

Cl ass Nanme

The nane of the class assigned to the data sets in
this group by the managenent class ACS routine.
Note that a summary line will appear for each

uni que conbi nati on of storage class, managenent
class, data class, and storage group. The report
groups are sorted based on the nunber of data sets
assi gned to each.
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St orage G oup Name
The name of the group assigned to the data sets in
this group by the storage group ACS routine. Note
that a summary line will appear for each unique
conbi nati on of storage class, nmanagenent cl ass,
data class, and storage group. The report groups
are sorted based on the nunber of data sets
assi gned to each.

Data C ass Nane
The nanme of the class assigned to the data sets in
this group by the data class ACS routine. Note
that a summary line will appear for each unique
conbi nati on of storage class, nmanagenent cl ass,
data class, and storage group. The report groups
are sorted based on the nunber of data sets
assi gned to each.

Nunber of Data Sets
A nuneric value indicating the nunber of this
owner's data sets assigned by the ACS routines to
the classes and groups identified.

Percent of Oaner Data Sets
The percentage of all data sets belonging to this
owner that were assigned to this particul ar
conbi nati on of classes and groups.

Space All ocated M Bytes
The amobunt of space, reported in negabytes, that is
being allocated by the data sets that were assigned
to this particular conbination of classes and
groups. This value is calculated using data set
all ocation statistics extracted fromCA MCS at the
tinme the test cases were created.

Percent of Omner Megabytes
Based on the total megabytes allocated by all the
data sets belonging to this owner, the percentage
of that space allocated by the data sets assigned
to this particular conbination of classes and
groups.
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Secti on:

4.3




St or age
Cl ass
Nanme

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
VI OTEST

VI OTEST

St or age
d ass
Nare

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
( NONE)

STANDARD
STANDARD
STANDARD
( NONE)

STANDARD
*RC=0008
STANDARD
( NONE)

* RC=0008
* RC=0012
* RC=0012
STANDARD

LARGE
STANDARD
NOM GRT
STANDARD
STANDARD
STANDARD
LARGE

LARGE

STANDARD
STANDARD
STANDARD
STANDARD

STANDARD
STANDARD
(NONE)
(NONE)

(NONE)

(NONE)

St or age
G oup
Nane

LARGEGP
TSOARK
TSOARK
TSOARK
TSONRK
TSONRK
LARGEGP
VI OTEST
VI OTEST

St or age
G oup
Nane

LARGEGP
TSONRK
TSOARK
TSOARK
TSONRK

TSOARK
COBCRP
TSOARK
TSONRK

TSONRK

TSONRK
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DCVS

Figure 4-11.
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Al l ocation Problens / Chart (STGECB)

Sour ce:

Functi on:

Feat ures:
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BATPGM file at the DETAIL tinespan
BATJOB file at the DETAIL tinespan
BAT_JS file at the DETAIL tinespan

This chart helps identify the anpbunt of CPU tine
bei ng expended in recovery activities for job
abends related to DASD space shortages. These
shortages can be caused by poor JCL paraneters, by
fragnented DASD space, or by a shortage of free
space for certain departnments or during certain
time periods. This report gives the Storage
Admi ni strator a broad overvi ew of the groups or
users that are having problens, and helps identify
specific time periods in which problens occur

This chart helps the Capacity Planner cal cul ate the
anount of processor resources wasted in recovery
activities.

The detection and cal cul ati on of resources expended
doi ng recovery activities could save nuch
time-consum ng manual research. A w de variety of
filtering and reporting options allow nany vi ews of
the data, such as a broad systemw de view, a
narrow view related to an individual time or
departnment, or a view of a specific tine period
This report could be run on a daily basis to give a
general indication of storage systemhealth. On
days when anomal i es occur, running the Al locations
Probl ens anal yses again with nore detail ed options
could help isolate the problem Both color
graphics and printer graphics are supported by the
report.

Users inplementing SM5 may want to identify
department s havi ng space-rel ated abends as
potential candidates for nmovenent to SMS Storage
G oups. After SM5is inplenented, this report can
hel p make sure abends are not occurring for
managed users, and to alter SMS parameters if
necessary.

COLUMN DESCRI PTI ONS

Pie Slices

STG5130

The pie slices represent the total amount of
processor time (TCB plus SRB CPU tine) required to
performrecovery for all the space-related failures
within this group. This includes the CPU tine of
the failing steps, and the CPU tine used by any

CA M CS Storageiate

steps running under the sane job names during the
recovery period. It does not include the CPU tine
used by the recovery steps. |f no recovery steps
are found for the jobs in this group, this wll
only include the CPU tine used by the origina
failing steps.

Pi e Label s

The | abel s on each slice identify the nane of the
group for which this sunmarizati on was perfornmed
Dependi ng on the val ues coded on the report option
panel, this value can represent one or nore of the
BATPGM fil e accounting fields, or can be one of the
fol | ow ng:

JOBCLASS = (Summary by Job Class of failing jobs)

ZONE = (Summary by ZONE of the failing jobs)

HOUR = (Summary by Hour of the failing jobs)

TYPE = (Sumary by space-rel ated abend type)
Section: 4.3 4-038
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Al l ocation Problenms / Sumary ( STGECB) Recovery El apsed Ti nme
The total amount of el apsed tine necessary for the

Sour ce: BATPGM file at the DETAIL tinespan recovery process to conplete for the jobs in this
BATJOB file at the DETAIL tinespan group. This is defined as the sum of the
BAT_JS file at the DETAIL tinespan di fference between the start tine of the original
failing step and the start time of the recovery
Function: This report helps identify conditions that cause step for all the jobs in this group. If no
batch job abends related to DASD space short ages. recovery steps were found for any of the jobs in
These causes can include poor JCL paraneters, this group, a value of zeros will be present.
fragnmented DASD space, or a shortage of free space
for certain departnents or during certain tine Rerun Steps
periods. This report hel ps the Storage The nunber of job steps (program executions) that
Admi ni strator focus on particular groups or users had to occur to effect the recovery process for
that are having problens, or to identify specific the failures within this group. This does not
time periods in which problens are occurring. include the original failing steps, but does
This report hel ps the Capacity Planner cal cul ate i nclude the recovery steps, plus any steps that
t he anpbunt of human and nmachi ne resources wasted ran during the recovery periods with the same
in recovery activities. jobnanmes as the original failing jobs. This wll
have a value of zero if no recovery steps were
Features: The detection and cal cul ati on of resources found for any of the jobs in the group.
expended doing recovery activities could save nuch
ti nme-consunmi ng manual research. A wide variety of Rerun CPU Ti e
filtering and reporting options allow many vi ews The amount of processor tine (TCB plus SRB CPU
of the data, such as a broad systemw de view, a tine) required to performrecovery all the
narrow view related to an individual tinme or failures within this group. This includes the CPU
departnent, or a view of a specific tine period. time of the failing steps, and the CPU tinme used
by any steps running under the same job nanes
Generation of the sunmary report is automatic. during the recovery period. It does not include
the CPU tinme used by the recovery steps. |f no
SMS recovery steps are found for the jobs in this
| ssues: Users inplenmenting SM5 may want to identify group, this will only include the CPU tine used by
departnents having space-rel ated abends as the original failing steps.
potential candidates for novenment to SMS Storage
Groups. After SMs is inplenented, this report can Rer un EXCPs
be used to make sure abends are not occurring for The nunber of |/O requests issued to perform
managed users, and to alter SMS paraneters if recovery for this step. This includes the I/0O
necessary. counts of the failing step, and the |/0O used by
any steps runni ng under the same job name during
COLUWMN DESCRI PTI ONS the recovery period. It does not include the I/0O
used by the recovery step. |If no recovery step is
Summary G oup found, this only includes the 1/0O counts used by
The name of the group for which this summarization the original failing step.

was performed. Depending on the val ues coded on
the report option panel, this value can represent
one or nore of the BATPGM fil e accounting fields,
or can be one of the foll ow ng:

JOBCLASS = (Summary by Job Cass of failing jobs)

ZONE = (Summary by ZONE of the failing jobs)
HOUR = (Sunmary by Hour of the failing jobs)
TYPE = (Sunmary by space-rel ated abend type)
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Figure 4-13. Allocation Problens / Summary

--------------------- SYSI DESY SA - - - - m s mm e e e e e e e e e e e aaa oo n
Recovery Rer un Rer un Rer un
El apsed St eps CPU EXCPs
Ti me Ti me
0:03:51 2 0: 00: 01 541
0: 02: 48 1 0: 00: 05 4936
0: 45: 44 3 0: 04: 25 53584
1: 00: 21 2 0: 05: 48 77682
0: 04: 35 1 0: 00: 10 2960
1:57: 20 9 0:10: 29 139703
1:57: 20 9 0: 10: 29 139703
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Al'l ocation Problens / Detail (STGECB)

Step Nane
Sour ce: BATPGM file at the DETAIL tinespan The step nane fromthe EXEC JCL statenent for the
BATJOB file at the DETAIL tinespan step that fail ed.
BAT_JS file at the DETAIL tinespan
Pr ogr am Name
Function: This report helps to identify users or departments The program nanme fromthe EXEC JCL statenent that
that are receiving batch job abends related to was executing when the failure occurred.
DASD space shortages. These probl ens can be
caused by poor JCL paraneters, fragnmented DASD Step No.
space, or by a shortage of free space. This The step nunber of the specified job within which
report hel ps the Storage Administrator investigate the failure occurred.
space-rel ated probl enms, and identify users that
requi re JCL changes or nore DASD space. This Abend Code
report hel ps the Capacity Planner cal cul ate the The specific abort code that was received by the
amount of human and nachi ne resources wasted in failing step. Refer to the |IBM System Codes
recovery activities. manual for an expl anation of the meani ngs of each
code.
Features: The left side of the report gives specific
i nformati on about each abend, and is useful for Recovery Ended Tine
doi ng detailed probleminvestigation. The right The tinme at which recovery for the space-rel ated
side of the report gives infornmation about the error was conpleted. This is the tinme when the
recovery activities that occurred to correct the recovery step for the error started execution.
probl em which can save nuch tine-consuni ng rmanual The report defines a recovery step as a step
research. A wide variety of filtering and havi ng the sane jobnane, stepname, and program
reporting options allow nmany views of the data, name as the originally abending step, which
such as a broad systemw de view, or a narrow view executes after the original failure within the
related to an individual time or departnent. time frane of the selected data cycles for this
report. |If a recovery step was not found, this
SMS time will be the sane as the Step Start Date/Tine.
| ssues: Users inplenmenting SM5 may want to identify
departnents having space-rel ated abends as Comment s
potential candidates for novenment to SMS Storage This colum will contain one of three values. |If

Groups. After SMs is inplenented, this report can
be used to make sure abends are not occurring for
managed users, and to alter SMS paraneters if

the value ' NO RECOVERY FOUND is present, this
nmeans that no recovery step was found to recover
fromthis error. The report defines a recovery

necessary. step as a step having the sanme jobnane, stepnane,

and program nanme as the originally abending step,
COLUWMN DESCRI PTI ONS whi ch executes after the original failure. |If the
val ue ' SECONDARY ABEND is present, it neans that

Jobname a recovery step was found, but that recovery step

The j obname of each batch job found within the
i nput data that ended abnornelly due to a
space-rel ated error.

al so received a space- related failure. Recovery
for the original abend is considered conpl ete when
the secondary job begins, and recovery for the
secondary abend will be reported in a future entry
Job Nunber/d ass on the report. |If the value ' RESTART STEP: nan®e'
The JES job nunber assigned to the failing job, is present, this neans that recovery was conpl et ed
and al so the job class in which the job executed. for this failure, and the stepnane of the first
One or both of these values may be blank if the step to run as part of the recovery process is
job nunber or class cannot be deternined. listed in the conmment.
Step Start Date/Tinme Recovery El apsed Tinme
The date and tine the failing step began. The anpbunt of time necessary for the recovery
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process to conplete for this job. This is defined
as the difference between the start tine of the
original failing step (Step Start Date/Tine
colum) and the start tine of the recovery step
(Recovery Ended Time colum). If no recovery step
was found for this job, a value of zeros will be
present. For jobs that experience a secondary
abend during recovery, this will be the step start
time for the recovery step that received the
secondary abend.

Rerun St eps
The nunber of job steps (program executions) that
had to occur to effect the recovery process for
this job. This does not include the original step
that received the abend, but does include the
recovery step, plus any steps that ran during the
recovery period with the sane jobnane as the
original failing job. This will have a val ue of
zero if no recovery step was found. Wen a
secondary abend occurs, one will be added to this
val ue to represent that step.

Rerun CPU Ti ne
The anpbunt of processor tine (TCB plus SRB CPU
tine) required to performrecovery for this step.
This includes the CPU tinme of the failing step,
and the CPU time used by any steps runni ng under

the same job nane during the recovery period. It
does not include the CPU tine used by the recovery
step. If no recovery step is found, this only
includes the CPU tine used by the original failing
st ep.

Rer un EXCPs

The nunber of |/O requests issued to perform
recovery for this step. This includes the 1/0O
counts of the failing step, and the 1/0O used by
any steps runni ng under the sane job name during
the recovery period. It does not include the I/0O
used by the recovery step. |If no recovery step is
found, this only includes the 1/0O counts used by
the original failing step.
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------------------------------------------------- System ldentifier=SYSA JobclasSsS=A ------------mmmm oo

Jobname  Job Step Start St ep Program Step Abend Recovery Comments | Recovery Rerun Rer un Rer un

Number Dat e/ Ti me Narme Nane No. Code Ended | El apsed Steps CPU  EXCPs

/ d ass Ti me | Ti ne Ti me
LNR231$D 7231/ A 18MAYO7: 10: 36: 00 M CS SASLPA 11 SB37 11:27:41 RESTART STEP: M CS | 0:51:41 1 0:02:57 38839
LNR298A 7394/ A 18VAYO7: 16:04: 22 C I EV90 1 SE37 16:08:57 RESTART STEP: C | 0:04:35 1 0:00:10 2960
LNR231$D 7741/ A 18MAYQ7:17: 46:19 M CS SASLPA 11 SB37 17:54:59 RESTART STEP: M CS | 0:08:40 1 0:02:51 38843
JOBCLASS 1: 04: 56 3 0:05:58 80642
N= 3

------------------------------------------------ System | dentifier=SYS7 Jobclass=B -------------mmmmm -

Jobnane Job Step Start Step Program Step Abend Recovery Comments Recovery Rerun Rer un Rer un
Number Dat e/ Ti me Narme Nane No. Code Ended El apsed Steps CPU  EXCPs
/ d ass Ti me Ti me Ti me
LNR118UL 7349/ B 18MAY07: 13: 24: 05 SAS SASLPA 1 SB37 13:26:53 SECONDARY ABEND 0:02: 48 1 0:00:03 2899
LNR118UL 7354/ B 18MAY07: 13: 26: 53 SAS SASLPA 1 SB37 13:26:53 NO RECOVERY FOUND 0: 00: 00 0 0:00:02 2037
LNRO50XZ 7554/ B 18MAYO07: 15:46: 11 COPY | EBCOPY 1 SE37 15:46:52 SECONDARY ABEND 0: 00: 40 1 0:00:01 269
LNRO50XZ 7556/ B 18MAYO07: 15: 46: 52 COPY | EBCOPY 1 SE37 15:50: 03 RESTART STEP: COPY 0:03:11 1 0:00:01 272
LNR212CL 7636/ B 18MAY07: 16: 53: 22 SAS SASLPA 1 SB37 17:39:06 RESTART STEP: SAS 0:45: 44 3 0:04:25 53584
JOBCLASS 0:52: 24 6 0:04:31 59061
SYSI D 1:57: 20 9 0:10:29 139703
1:57: 20 9 0:10:29 139703
N= 5

Figure 4-14. Allocation Problens / Detail
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ASTEX / Top Resource Consuners / Chart

Sour ce:

Functi on:

Feat ur es:

SMS

STG5130

( STCGEPF)
ASTADS file at the DETAIL tinespan

This facility allows the storage admi nistrator to
quickly identify the primary users of resources
critical to the operation of the storage 1/0
subsystem Mst perfornmance anal ysts are famliar
with the 80/20 rule, which states that 20% of your
users are responsi ble for 80% of the resource
usage on your system Based on the increasing
denmands bei ng made upon storage administrators, it
is nost effective to concentrate upon the usage of
the systemby its primary users. This facility
allows the storage administrator to select one or
nore critical resource measures for which
reporting will be done. The reports produced will
quickly identify primary resource consuners,
giving the storage adm nistrator information about
where tuning activities will produce the best
results.

When potential problens have been detected by the
summary reports or charts in this facility, a
detail report option can be used to provide nore
informati on about the area in question. This will
narrow specific problenms down to the individua
hour and data set level, if necessary.

As stated above, a wide variety of data sel ection
and sunmarization options are available. Data can
be summari zed using one or nore nodes of the data
set nanes, one or nore CA MCS accounting fields,
or using a user-defined table that relates data
set prefixes with descriptions. Selection and
reporting can al so be done by date, hour, and
zone. Al of these options provide various views
and |l evels of detail, making it easy to quickly
identify and isol ate probl ens.

The user is allowed to select the resource

el ements that can be used for reporting, as many
different elenents are avail able that neasure
storage systemactivity. Several of these may be
sel ected in one report run, providing a |arge
amount of information froma single report
execution.

Qutput reports fromthis facility include tabular
reports, printer charts, and color graphic charts.

CA M CS Storageiate

| ssues:

Users creating or nodifying their SM5 storage

cl asses and groups nust carefully nonitor the I/0O
Il oad on their existing applications, making sure
that load is distributed so as to provide the
desired performance for critical groups. These
reports will help the user design storage cl asses
and groups, and will allow the nonitoring of
resources after SMS i nplenentation to nake sure
the SMS groups are still working correctly. This
continued nonitoring is essential, as even

wel | -tuned groups nay change as |/ O workl oads
fluctuate.

ELEMENT DESCRI PTI ONS

SYSI D

Dat e

Hour

Zone

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

The date during which the neasurenents shown on
this chart were taken. The interval at which
neasurenents are taken, and the number of data
cycles included in the report will affect the
nunmber of dates that appear in the output.

I f summarization by hour was sel ected, the hour
during which the neasurenents on the chart were
taken will be displayed

| f summarization by zone was selected, the CA MCS
zone during which the measurements on the chart
were taken will be displayed

Pie Chart Slices

The slices on the pie chart represent the anmount
of the selected storage resource being consuned by
a particular group or user. The |abel on the
slice identifies the group represented by the pie
slice. Depending on the options selected, two
nunmeric values may al so appear on the chart
associated with each slice. One represents the
actual nuneric value being represented by the
slice, while the other shows the percentage of the
entire pie that slice represents. For exanple
assune that Total |/O Requests was the val ue being
charted, and the nunbers 5000 and 25% appeared for
a given slice. That would nean that 5000 1/0O
requests were issued by this group, representing
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25% of all I/0O requests issued during this
neasurenent interval.

Pie Chart Labels

The | abel associated with each pie slice indicates
the group to which that slice applies. This my
be assigned using one or nore of the data set nane
nodes, one of nore of the CA M CS accounting
fields, or using a user-specified table that

associ ates data set prefixes with descriptive

| abel s.

Foot not es
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The footnote at the bottom of each chart indicates
t he storage neasurenent represented by the chart.
A separate chart will appear for each el ement
selected in each tine period selected. The

possi bl e val ues that are possible, and a short
description of their meanings are as follows:

Total 1/0O Duration

The total duration of all 1/0O requests issued
by this summary group during this neasurenent
interval. This represents the sumof |0S

queue time, pending tinme, disconnect time, and
connect time for all requests in this group.

Total 10OS Queue Tine
The total amount of tine spent by I/O requests
inthis summary group waiting on the 1C0S
request queue to be schedul ed.

Total 1/0O Pending Tine
The total anmount of tine spent by I/0O requests
in this summary group in pending status. This
represents the time an 1/0O request nust wait
for a clear path to the intended device.

Total |/0O Disconnect Tinme
The total amount of tine spent by I/O requests
in this sunmary group in di sconnect status.
This represents the interval between the tine
the 1/0 request has been passed to the device
and the tine the device is ready to transfer
dat a.

Total 1/0O Connect Tinme
The total anmount of tine spent by I/0O requests
in this summary group in connect status. This
represents the tine that data is actually
bei ng transferred between the device and the
processor.

CA M CS Storageiate

Total Number of I/O Requests
The total nunber of 1/0O requests issued by all
users in this summary group during this
nmeasur enent interval.

Total RPS Tine
The total amount of tine spent by I/0O requests
inthis summary group in RPS status. This
represents the tine the request is waiting
whil e the DASD device is being positioned to
the correct sector.

Total Seek 1/0O Requests
The total nunber of Seek I/0O requests issued
by users in this summary group during this
nmeasurenent interval. A seek request causes
the read/wite head of the DASD device to
position itself at a specified cylinder
addr ess.

Aver age Seek Distance in Cylinders
The average of all seek distances, expressed
in cylinders, for each I/Orequest in this
summary group for this neasurenent interval.
This represents the average di stance the DASD
read/ wite heads had to nove to satisfy the
I/ O requests for this group.

Aver age Response Time in MIIliseconds
The average tinme, expressed in nmillionths of a
second, it took for each I/Orequest to
conplete for the I/Os in this sunmmary group
during this neasurenent interval.

Total Cache Effective (Hit) Count
The total nunber of 1/O requests for this
sunmary group during this neasurenent interval
that were processed by cache, and did not have
to access the DASD device directly.

Total Cache Candidate I/O Requests
The total number of 1/O requests for this
sunmmary group during this neasurenent interval
that were considered to be cache candi dates.

Total Non-Candi date |1/ O Requests
The total nunber of 1/O requests for this
summary group during this neasurenent interval
that were not considered to be candi dates for
cachi ng.




Total Tracks Loaded Total Cross-Vol une Exceptions
The total nunber of tracks | oaded into the The total nunber of cross-volune exceptions
cache on behalf of I/Orequests in this that were caused by 1/O requests in this
sunmmary group during this neasurenent sunmmary group during this neasurenent
i nterval . interval. A cross-volunme exception is caused
when excessive delay occurs at the vol une
Total DASD Fast Wite Tracks Loaded | evel , caused by activity from anot her system
The total nunber of tracks |oaded into the
DASD Fast Wite cache on behalf of 1/0 Total |/0O Wen Vol ume Reserved
requests in this sumrmary group during this The total number of 1/O requests issued by
nmeasurenent interval. this summary group during this neasurenent
interval when the intended device was reserved
Total NVS Overfl ow Count by anot her user.

The total nunber of tinmes that I/O requests by
this summary group caused the non-vol atile
storage (NVS) cache area to beconme full and
overflow during this measurement interval.

Total Dispatching Exceptions
The total nunber of dispatching exceptions
that were caused by I/Orequests in this
summary group during this neasurenent

interval. A display exception is caused when
excessive del ay occurs getting an 1/0
di spat ched

Total Dsname Exceptions
The total nunber of data set name exceptions
that were caused by 1/O requests in this
summary group during this neasurenent
interval. A dsnanme exception is caused when
excessive delay occurs at the data set |evel

Total Path Exceptions
The total nunber of path exceptions that were
caused by I/O requests in this sumary group
during this neasurenent interval. A path
exception is caused when excessive del ay
occurs at the 1/0O path |evel

Total Seek Exceptions
The total nunber of seek exceptions that were
caused by I/O requests in this summary group
during this neasurenent interval.

Total Vol une Exceptions
The total nunber of volune exceptions that
were caused by I/Orequests in this sumary
group during this nmeasurenment interval. A
vol une exception is caused when excessive
del ay occurs at the volune |evel
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ASTEX / TOP RESOURCE CONSUMERS ( STGEPF)
CA M CS Storageiate
ABC CORPORATI ON

SYSI D=SYSA Dat e=05APR91 Hour =9
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Figure 4-15. ASTEX / Top Resource Consunmers / Chart
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ASTEX / Top Resource Consuners / Summary ( STGEPF)

Sour ce:

Functi on:

Feat ur es:

SMS

ASTADS file at the DETAIL tinespan

This facility allows the storage admi nistrator to
quickly identify the primary users of resources
critical to the operation of the storage 1/0
subsystem Mst perfornmance anal ysts are famliar
with the 80/20 rule, which states that 20% of your
users are responsi ble for 80% of the resource
usage on your system Based on the increasing
denmands bei ng made upon storage administrators, it
is nost effective to concentrate upon the usage of
the systemby its primary users. This facility
allows the storage administrator to select one or
nore critical resource measures for which
reporting will be done. The reports produced will
quickly identify primary resource consuners,
giving the storage adm nistrator information about
where tuning activities will produce the best
results.

When potential problens have been detected by the
summary reports or charts in this facility, a
detail report option can be used to provide nore
informati on about the area in question. This will
narrow specific problenms down to the individua
hour and data set level, if necessary.

As stated above, a wide variety of data sel ection
and sunmarization options are available. Data can
be summari zed using one or nore nodes of the data
set nanes, one or nore of the CA MCS accounting
fields, or using a user-defined table that rel ates
data set prefixes with descriptions. Selection
and reporting may al so be done by date, hour, and
zone. Al of these options provide various views
and |l evels of detail, making it easy to quickly
identify and isol ate probl ens.

The user is allowed to select the resource

el ements that can be used for reporting, because
many different elenments are avail able that nmeasure
storage systemactivity. Several of these may be
sel ected in one report run, providing a |arge
amount of information froma single report
execution.

Qutput reports fromthis facility include tabular
reports, printer charts, and color graphic charts.

| ssues: Users creating or nodifying their SM5 storage
cl asses and groups nust carefully nonitor the I/0O
Il oad on their existing applications, making sure
that load is distributed so as to provide the
desired performance for critical groups. These
reports will help the user design storage cl asses
and groups, and will allow the nonitoring of
resources after SMS i nplenentation to nake sure
the SMS groups are still working correctly. This
continued nonitoring is essential, as even
wel | -tuned groups nay change as |/ O workl oads
fluctuate.

COLUMN DESCRI PTI ONS

SYSI D
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Dat e
The date during which the neasurenents shown on
this report were taken. The interval at which
neasurenents are taken, and the nunmber of data
cycles included in the report will affect the
nunmber of dates that appear in the output.

Hour
I f summarization by hour was sel ected, the hour
during which the nmeasurenents on the report were
taken will be displayed

Zone
| f summarizati on by zone was selected, the CA MCS
zone during which the measurenments on the report
were taken will be displayed

Owner
Represents the group to which the displayed totals
apply. This nmay be assigned using one or nore of
the data set nane nodes, one of npbre of the
CA M CS accounting fields, or using a
user-specified table that associates data set
prefixes with descriptive |abels.

Dat a Col umms
A separate data colum wll appear to the right of

STG5130
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the Oamer colum. It will contain the nmeasurenent

el ement (s) you have selected fromthe report

options screen. If nultiple elenments are

sel ected, each elenent will appear on a separate

page A nmaxi mum of 50 different owners will appear
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Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

STG5130

on each page, representing the 50 | argest users of
the selected elenent. The report will be sorted
so that the largest users of the resource wll
appear first. The |abel associated with each
possi bl e data columm, and a short description of
what each val ue represents, appears bel ow

I/ O Duration

The total duration of all 1/0O requests issued by
this summary group during this nmeasurenent
interval. This represents the sumof |0S queue
tine, pending tine, disconnect time, and connect
time for all requests in this group.

| OS Queue Tine

The total ampunt of tine spent by 1/O requests in
this summary group waiting on the |1 OS request
gueue to be schedul ed.

Pendi ng Tine

The total anmount of tine spent by I/O requests in
this summary group in pending status. This
represents the tine an I/O request nust wait for a
clear path to the intended device.

Di sconnect Tine

The total anmpunt of tine spent by I1/O requests in
this sumary group in disconnect status. This
represents the interval between the tine the I/0O
request has been passed to the device and the tine
the device is ready to transfer data.

Connect Tinme

The total anmount of tine spent by I/O requests in
this summary group in connect status. This
represents the time that data is actually being
transferred between the device and the processor.

I/ O Requests

The total nunber of 1/0O requests issued by all
users in this summary group during this
nmeasur enent interval.

RPS Ti ne

The total anmpunt of tine spent by I/O requests in
this summary group in RPS status. This represents
the time the request is waiting while the DASD
device is being positioned to the correct sector.

Seek |/ 0O Requests

The total nunber of seek I/O requests issued by
users in this summary group during this

CA M CS Storageiate

neasurenent interval. A seek request causes the
read/wite head of the DASD device to position
itself at a specified cylinder address.

Average Seek Size in CYLS

The average seek di stance, expressed in cylinders,
for each /O request in this sumary group for
this neasurenent interval. This represents the
average distance the DASD read/wite heads had to
nove to satisfy the I/O requests for this group.

Aver age Response Time in MIIliseconds

Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

The average tinme, expressed in nillionths of a
second, it took for each I1/O request to conplete
for the I/Gs in this sunmary group during this
neasurenent interval.

Cache Effective (H t) Count

The total number of 1/O requests for this summary
group during this neasurenent interval that were
processed by cache, and did not have to access the
DASD device directly.

Cache Candidate |/ O Requests

The total nunber of 1/O requests for this summary
group during this nmeasurenment interval that were
considered to be cache candi dates.

Non- Candi date |/ O Requests

The total nunber of 1/0O requests for this sunmary
group during this neasurenment interval that were
not consi dered to be candidates for caching.

Tracks Loaded

The total nunber of tracks | oaded into the cache
on behalf of I/Orequests in this sumrary group
during this neasurenent interval.

DFW Tr acks Loaded

The total nunmber of tracks |oaded into the DASD
Fast Wite cache on behalf of I/O requests in this
summary group during this neasurenent interval.

NVS Over fl ow Count

The total nunber of tines that 1/0O requests by
this summary group caused the non-vol atile storage
(NVS) cache area to becone full and overfl ow
during this neasurenent interval.

Di spat chi ng Excepti ons

The total nunber of dispatching exceptions that
were caused by 1/O requests in this summary group
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during this neasurenent interval. A display
exception is caused when excessive del ay occurs
getting an |/ O di spat ched.

Total Dsname Exceptions
The total nunber of data set name exceptions that
were caused by 1/O requests in this sunmary group
during this neasurenment interval. A dsnane
exception is caused when excessive delay occurs at
the data set |evel.

Total Path Exceptions
The total nunber of path exceptions that were
caused by I/O requests in this sumary group
during this measurerment interval. A path
exception is caused when excessive del ay occurs at
the /0O path |evel.

Total Seek Exceptions
The total nunber of seek exceptions that were
caused by I/O requests in this sumary group
during this neasurenent interval.

Total Vol une Exceptions
The total nunber of volunme exceptions that were
caused by I/O requests in this sumary group
during this nmeasurement interval. A volune
exception is caused when excessive del ay occurs at
the volunme | evel.

Total Cross-Vol une Exceptions
The total nunber of cross-volune exceptions that
were caused by I/Orequests in this summary group
during this neasurenent interval. A cross-volune
exception is caused when excessive delay occurs at
the volune |evel, caused by activity from anot her
system

Total |/O When Vol unre Reserved
The total nunber of 1/0O requests issued by this
summary group during this neasurenent interval
when the intended device was reserved by another
user.
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ASTEX / TOP RESOURCE CONSUMERS ( STGEPF)
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SYSI D=SYSA Dat e=05APR91 Hour =9
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Figure 4-16. ASTEX / Top Resource Consunmers / Summary
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ASTEX / Top Resource Consuners / Detail

Sour ce:

Functi on:
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( STCGEPF)
ASTADS file at the DETAIL tinespan

This facility allows the storage admi nistrator to
quickly identify the primary users of resources
critical to the operation of the storage 1/0
subsystem Mst perfornmance anal ysts are famliar
with the 80/20 rule, which states that 20% of your
users are responsi ble for 80% of the resource
usage on your system Based on the increasing
denmands bei ng made upon storage administrators, it
is nost effective to concentrate upon the usage of
the systemby its primary users. This facility
allows the storage administrator to select one or
nore critical resource measures for which
reporting will be done. The reports produced will
quickly identify primary resource consuners,
giving the storage adm nistrator information about
where tuning activities will produce the best
results.

When potential problens have been detected by the
summary reports or charts in this facility, a
detail report option can be used to provide nore
informati on about the area in question. This will
narrow specific problenms down to the individua
hour and data set level, if necessary.

As stated above, a wide variety of data sel ection
and sunmarization options are available. Data can
be summari zed using one or nore nodes of the data
set nanes, one or nore of the CA MCS accounting
fields, or using a user-defined table that rel ates
data set prefixes with descriptions. Selection
and reporting can al so be done by date, hour, and
zone. All of these options provide various views
and |l evels of detail, making it easy to quickly
identify and isol ate probl ens.

The user is allowed to select the resource

el ements that may be used for reporting, because
many different elenments are avail able that nmeasure
storage systemactivity. Several of these can be
sel ected in one report run, providing a |arge

amount of information froma single report
execution.
Qutput reports fromthis facility include tabular

reports, printer charts, and color graphic charts.

CA M CS Storageiate

| ssues:

Users creating or nodifying their SM5 storage

cl asses and groups nust carefully nonitor the I/0O
Il oad on their existing applications, making sure
that load is distributed so as to provide the
desired performance for critical groups. These
reports will help the user design storage cl asses
and groups, and will allow the nonitoring of
resources after SMS i nplenentation to nake sure
the SMS groups are still working correctly. This
continued nonitoring is essential, as even

wel | -tuned groups nay change as |/ O workl oads
fluctuate.

COLUMN DESCRI PTI ONS

SYSI D

Omner

Dat e

Hour

Zone

Ti me

Dat a Set

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Represents the group to which the displayed totals
apply. This can be assigned using one or nore of
the data set name nodes, one of nore of the

CA M CS accounting fields, or using a
user-specified table that associ ates data set
prefixes with descriptive |abels.

The date during which the neasurenents shown on
this report were taken. The interval at which
neasurenents are taken, and the nunber of data
cycles included in the report will affect the
nunber of dates that appear in the output.

I f summarization by hour was sel ected, the hour
during which the measurenents on the report were
taken will be displayed

I f summarization by zone was selected, the CA MCS
zone during which the nmeasurenments on the report
were taken will be displayed

The time stanp taken fromthe detail record for
this particular group of totals. This represents
the approximate ending tine of the measurenent

i nterval

Nane
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The nane of the data set for which this line of
nmeasur enents apply.

Vol une Serial Nunber

The vol une serial nunber of the volune on which
the indicated data set resides.

Dat a Col ums
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One or nore data colums wi |l appear between the
Tine and the Data Set Nane colums. These will
contain the neasurenent elenent(s) you have

sel ected fromthe report options screen. |f you
sel ect nore than one elenent with the sane

al phabetic character, all these elenments will
appear on the sane detail report. The | abel
associ ated with each possible data columm, and a
short description of what each val ue represents,
appears bel ow

Total 1/0O Duration

The total duration of all 1/O requests issued
by this sunmary group during this nmeasurenent
interval. This represents the sumof |1CS

queue tine, pending tine, disconnect tineg,
and connect time for all requests in this

group.

Total 10OS Queue Tine
The total anount of tine spent by 1/0O
requests in this sumary group waiting on the
I OS request queue to be schedul ed.

Total Pending Tine
The total ampunt of tine spent in pending
status by I/O requests in this sunmary group.
This represents the time an |/ O request mnust
wait for a clear path to the intended device.

Total Disconnect Tine
The total anount of tine spent in disconnect
status by 1/O requests in this sunmary group.
This represents the interval between the tine
the 1/ 0O request has been passed to the device
and the time the device is ready to transfer
dat a.

Total Connect Tine
The total anount of tine spent in connect
status by I/O requests in this sunmary group.
This represents the tine that data is
actual ly being transferred between the device
and the processor.
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Total |/0O Requests
The total number of 1/0O requests issued by
all users in this sunmary group during this
nmeasur enment interval.

Total RPS Tine
The total anount of tine spent by 1/0O
requests in this summary group in RPS status.
This represents the tinme the request is
wai ting while the DASD device is being
positioned to the correct sector.

Total Seek 1/0O Requests The total nunber of Seek
I/ O requests issued by users in this sunmary
group during this measurenment interval. A
seek request causes the read/wite head of
the DASD device to position itself at a
speci fied cylinder address.

Average Seek Size in CYLS
The average seek distance, expressed in
cylinders, for each I/Orequest in this
sunmary group for this neasurenent interval.
This represents the average di stance the DASD
read/wite heads had to nove to satisfy the
I/ O requests for this group.

Aver age Response Time in MIIliseconds
The average time, expressed in mllionths of
a second, it took for each I/Orequest to
conplete for the I/0Os in this summary group
during this neasurenent interval.

Total Cache Effective (Hit) Count
The total nunber of 1/O requests for this
sunmary group during this measurenent
interval that were processed by cache, and
did not have to access the DASD device
directly.

Total Cache Candi date |/ O Requests
The total nunber of 1/O requests for this
sunmary group during this measurenent
interval that were considered to be cache
candi dat es.

Total Non-Candi date |1/ O Requests
The total number of 1/O requests for this
sunmary group during this measuremnment
interval that were considered to not be
candi dates for caching.




Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

Tot al

Tracks Loaded

The total number of tracks |oaded into the
cache on behalf of I/Orequests in this
sunmary group during this measurenent
interval .

DFW Tr acks Loaded

The total nunber of tracks |oaded into the
DASD Fast Wite cache on behalf of I/0
requests in this summary group during this
nmeasurenent interval.

NVS Over fl ow Count

The total nunmber of tines that 1/0O requests
by this sunmary group caused the non-vol atile
storage (NVS) cache area to become full and
overflow during this nmeasurement interval.

Di spat chi ng Excepti ons

The total nunber of dispatching exceptions
that were caused by I/O requests in this
sunmary group during this nmeasurenent
interval. A display exception is caused when
excessive delay occurs getting an 1/0O

di spat ched.

Dsnane Exceptions

The total nunber of data set name exceptions
that were caused by I/O requests in this
sumary group during this neasurenent
interval. A dsnane exception is caused when
excessive delay occurs at the data set |evel.

Pat h Exceptions

The total nunber of path exceptions that were
caused by I/O requests in this sumary group
during this neasurenent interval. A path
exception i s caused when excessive del ay
occurs at the 1/O path |evel.

Seek Exceptions

The total nunber of seek exceptions that were
caused by I/O requests in this summary group
during this neasurenent interval.

Vol une Exceptions

The total nunber of volunme exceptions that
were caused by 1/Orequests in this summary
group during this nmeasurenment interval. A
vol une exception is caused when excessive
del ay occurs at the volume |evel.

Tot al

Cross- Vol ume Exceptions

The total nunber of cross-vol une exceptions
that were caused by I/O requests in this
sunmary group during this measurenent
interval. A cross-volunme exception is caused
when excessive delay occurs at the vol une

| evel , caused by activity from anot her

system

I/ O When Vol ume Reserved

The total number of 1/0O requests issued by
this sumary group during this nmeasurenent
interval when the intended device was
reserved by anot her user.
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ASTEX / TOP RESOURCE CONSUMERS ( STGEPF)
CA M CS Storageivate - DETAIL

System I dentifier=SYSA Owner =CORPORATE Dat e=05APR91 Hour =9

Tot al Tot al
Connect 1/0
Ti me Request s

0: 00: 00. 4 33
0: 00: 00.5 143
0:00:04.3 1681
0:00:01.6 315
0: 00: 00. 4 50
0: 00: 02.0 457
0:00: 02.7 832
0: 00: 02.0 459
0: 00: 00. 4 76
0: 00: 00. 2 44
0:00: 01.0 245
0:00:01.5 265
0: 00: 00.5 81
0:00:01.7 391
0:00:03.5 992
0: 00: 02. 8 626
0:00: 00.1 40
0:00: 25.6 6730

Fi gure 4-17

ASTEX / Top Resource Consuners / Detai

ABC CORPORATI ON

Data Set Nane

FI'N. TEST. MASTER LI B
FI N1. PROCLI B

GENTEST. DEBUGL1. FI LE
GEN. GLSYSP. GENMENU

FI N. SPF. FI NPLI B

FI N. GLSYST. FI NLOAD

FI N. GLSYSP. FI NVENU

FI N. GLSYSP. FI NPENU

FI N999. TESTO1. CONLI B1
FI'N.M GR TESTFI LE
COR. MSTR99. | SFPLI B
GEN. GLSYSP. GENVENU

FI N. SPF. FI NPLI B

FI N. GLSYST. FI NLOAD

FI N. GLSYSP. FI NVENU

FI N. GLSYSP. FI NPENU

FI N999. TESTO1. CONLI B1

Vol une
Seri al
Nunber

FI NOO8
GLMRS1
TSQ059
GLMVRS1
SYSVWKA
SYSRS1
GLMVRS1
GLMVRS1
TSQ026
FI NOO8
GLMRS1
GLMRS1
SYSWKA
SYSRS1
GLMRS1
GLMVRS1
TSO065
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Daily Application Resource Usage / Plot (STGERG

Sour ce:

Functi on:

Feat ur es:

SMS

file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan
HSBBAC file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor key storage indicators on a day-by-day
basis. These indicators enable the user to

proj ect short-term storage needs, both at the
application level and the systemlevel. The
indicators reported by this facility are al so
useful for detecting problems with storage
resources that are not being used efficiently.
These reports, along with the Monthly Application
Resource Usage reports, provide both a short view
and a long view of storage capacity and

per f or mance probl ens.

The ability to process data fromnultiple sources
nakes the reports produced even nore val uabl e.
Options allow the user to target a single storage
nmedi a, such as real DASD or HSM backup storage, or
to group data fromnultiple media on the same
chart. This second type of reporting is useful
when anal yzing the flow of data across nultiple
types of storage nedia.

The types of data that can be selected for
reporting include the nunber of data sets, anount
of space being allocated, percentages of data sets
and space in certain categories, and the anount of
al | ocat ed versus used space.

Summari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SM5 storage cl ass,
its SM5 managenent class, or its |location (such as
real DASD, or HSMIlevel 1 mgration).

Data filtering allows you to include data from
sel ected sunmary groups. For exanple, you could
choose to report on specific departnents, groups
or individuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabul ar
reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

el ements can be plotted on the sane chart.

| ssues: The ability to summarize by an SMS storage or
managenent class nakes it easy to nonitor the
short-termactivity within each of your defined
cl asses. Many of the elements you can select for
reporting are useful for nonitoring an SMS
mgration effort, or to nake sure SM5 is operating
correctly after mgration is conplete.

ELEMENT DESCRI PTI ONS

SYSI D
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Medi a

St orage C ass

Managenent C ass

G oup
The top line of each page also indicates the
sunmary group to which the values on this plot
apply. Depending on the report option chosen,
this summarization will be done by media (DASD,
VSAM M GRATE, or BACKUP), SMS storage cl ass, SM5
managenent cl ass, or based on the CA MCS
accounting codes in the data. The label to the
left of the sunmary value will be one of the
val ues shown above, depending on the summari zation
opti on chosen.

Vertical Axis (Value)
The nuneric values distributed vertically down the
| eft side of each page represent the scale of the
nunmeric val ues being plotted on that page. Wen
requesting col or graphics plots, you can specify
the values that will appear on this axis. This
shoul d be done with care, because all plots and

groups will have to adapt to the val ues you
specify. For printer plots, or when values are
not specified, SAS will generate the val ues

automatically, based on the content of the plotted
data. We suggest that these SAS defaults be used
whenever possible, as they will avoid nany
potential problens. Care should also be taken
when specifying nultiple el enents on one plot,

that the elements chosen will have a simlar range
of val ues.

Hori zontal Axis (Date)
Plots on the horizontal axis represent the date
corresponding to the value being plotted. Each
date is presented in the format 'ddnmmyy'. The
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Foot not es
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number of entries appearing on the horizontal axis
is determned by the nunmber of cycles of CA MCS
data specified as input to the inquiry.

The footnote(s) section of each graph is
inmportant, as it indicates the names of the data
el ement (s) that are plotted on the graph. Up to
ni ne el enments can be plotted on the sane graph, in
whi ch case 9 footnotes will appear at the bottom
of each page. For printer plots, an al phabetic
character A-l will appear to the left of each
description, identifying the character used on the
plot to represent that particular element. On
color graphic plots, the letter does not appear,
as the color of the footnote should correspond
with the color of the plot point/line on the
graph. If different colors do not appear for each
poi nt and footnote, your M CF options should be
nodified to specify different colors. A brief
description of the possible values in the footnote
section, and what those val ues represent, is given
bel ow.

Data Set Count: Tota
Represents the total number of data sets
found in the input data for this particular
sunmmary group

Data Set Count: SMsS- Managed
Represents the nunber of data sets found in
the input data for this particular sunmmary
group that are nanaged by SMS

Data Set Count: Unmanaged
Represents the nunber of data sets found in
the input data for this particular summary
group that are not nmanaged by SMS

Percent age of Data Sets: Managed
Represents the percentage of all the data
sets found in the input data for this
particul ar sunmary group that are nanaged by
SMB

Percentage of Data Sets: Unnanaged
Represents the percentage of all the data
sets found in the input data for this
particul ar sunmmary group that are not nanaged
by SMS.

Space Allocated (MB): Total

CA M CS Storageiate

Represents the total space allocated, in
nmegabytes, by all the data sets found in the
i nput data for this particular sumary group.

Space Allocated (MB): Managed
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
i nput data for this particular summary group
that are managed by SMS

Space Allocated (MB): Unmanaged
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
i nput data for this particular summary group
that are not managed by SMS

Per cent age of Space: Managed
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are nmanaged by SMS

Per cent age of Space: Unnanaged
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space bel onging to data
sets that are not managed by SMS.

Data Set Count: Non-VSAM
Represents the nunber of data sets found in
the input data for this particular summary
group that are not VSAM data sets

Data Set Count: VSAM
Represents the nunber of data sets found in
the input data for this particular sumrary
group that are VSAM data sets

Percentage of Data Sets: Non-VSAM
Represents the percentage of data sets found
in the input data for this particular summary
group that are not VSAM data sets

Percentage of Data Sets: VSAM
Represents the percentage of data sets found
in the input data for this particular sumary
group that are VSAM data sets

Per cent age of Space Used: All Data
Represents the percentage of space allocated
versus used for all the data sets found in
the input data for this particular sumrary




group. This is calculated by dividing the
total tracks used by the data sets in this
group by the total tracks allocated. Note
that HSM data sets are not included in this
cal cul ation

Percent age of Space Used: Managed
Represents the percentage of space allocated
versus used for the SMS-nmanaged data sets
found in the input data for this particular
sunmary group. This is calculated by
dividing the total tracks used by the managed
data sets in this group by the total tracks
al l ocated by the managed data sets. Note
that HSM data sets are not included in this
cal cul ation

Per cent age of Space Used: Unmanaged
Represents the percentage of space allocated
versus used for the unnanaged data sets found
in the input data for this particular summary
group. This is calculated by dividing the
total tracks used by the unmanaged data sets
in this group by the total tracks allocated
by the unmanaged data sets. Note that HSM
data sets are not included in this
cal cul ation

Space All ocated (MB): Non-VSAM
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that are not VSAM data sets

Space Allocated (MB): VSAM
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular sumary group
that are VSAM data sets.

Per cent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not VSAM data sets.

Per cent age of Space: VSAM
Based on the total space allocated by all the
data sets in this summary group, the
percentage of that space belonging to data
sets that are VSAM data sets.

Per cent age of Space Used: Non-VSAM

Represents the percentage of space allocated
versus used for the non-VSAM data sets found
in the input data for this particular summary
group. This is calculated by dividing the
total tracks used by the non-VSAM data sets
in this group by the total tracks allocated
by the non-VSAM data sets. Note that HSM
data sets are not included in this

cal cul ation

Percent age of Space Used: VSAM

Dat a

Dat a

Dat a

Represents t he percentage of space allocated
versus used for the VSAM data sets found in
the input data for this particular sumrary
group. This is calculated by dividing the
total tracks used by the VSAM data sets in
this group by the total tracks allocated by
the VSAM data sets. Note that HSM data sets
are not included in this calculation.

Set Count: HSM Level 1

Represents the nunber of data sets found in
the input data for this particular sumrary
group that reside on DFHSM mi gration |level 1
st or age.

Set Count: HSM Level 2

Represents the nunber of data sets found in
the input data for this particular sumrary
group that reside on DFHSM migration |evel 2
st or age.

Set Count: HSM Backup

Represents the nunber of data sets found in
the input data for this particular sumrary
group that reside on DFHSM backup storage
Note that multiple backup copies of the same
data set do not effect this count, nor is
there any attenpt nade to indicate which of
these data sets may al so reside on primary
st or age.

Space Allocated (MB): HSM Level 1

Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on DFHSM migration level 1

st or age.

Space Allocated (MB): HSM Level 2

Represents the total space allocated, in
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megabytes, by all the data sets found in the
i nput data for this particular sumary group
that reside on DFHSM migration |evel 2

st or age.

Space Allocated (MB): HSM Backup
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on DFHSM backup storage. This
total includes space used for nultiple backup
copi es of the sane data set.

Percentage of Data Sets: HSM Level 1
Represents the percentage of data sets found
in the input data for this particular summary
group that reside on DFHSM mi gration |evel 1
st or age.

Percentage of Data Sets: HSM Level 2
Represents the percentage of data sets found
in the input data for this particular sunmmary
group that reside on DFHSM mi gration | evel 2
st or age.

Percentage of Data Sets: HSM Backup
Represents the percentage of data sets found
in the input data for this particular summary
group that reside on DFHSM backup storage
Note that nultiple backup copies of the sane
data set do not affect this count, nor is any
attenpt nade to indicate which of these data
sets may al so reside on primary storage

Percent age of Space: HSM Level 1
Based on the total space allocated by all the
data sets in this summary group, the
percentage of that space belonging to data
sets that reside on DFHSM migration level 1
st or age.

Per cent age of Space: HSM Level 2
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space belonging to data
sets that reside on DFHSM nigration |evel 2
st or age.

Per cent age of Space: HSM Backup
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space bel onging to data

CA M CS Storageiate

sets that reside on DFHSM backup storage
This total includes space used for
backup copies of the same data set.
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Daily Application Resource Usage / Summary (STCGERG

Sour ce:

Functi on:

Feat ures:

STG5130

file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan
HSBBAC file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor key storage indicators on a day-by-day
basis. These indicators enable the user to

proj ect short-term storage needs, both at the
application level and the systemlevel. The
indicators reported by this facility are al so
useful for detecting trends that could indicate
potential problems or areas in which storage
resources are not being used efficiently. These
reports, along with the Monthly Application
Resource Usage reports, provide both a short view
and a long view of storage capacity and

per f ormance probl ens.

The ability to process data fromnultiple sources
nmakes the reports produced even nore val uabl e.
Options allow the user to target a single storage
nmedi a, such as real DASD or HSM backup storage, or
to group data fromnultiple media on the sane
chart. This second type of reporting is useful
when anal yzing the flow of data across nultiple
types of storage nedi a.

The types of data that can be selected for
reporting include the nunber of data sets, anount
of space being allocated, percentages of data sets
and space in certain categories, and the anmount of
al | ocat ed versus used space.

Sunmari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SM5 storage cl ass,
its SM5 managenent class, or its |location (such as
real DASD or DFHSM I evel 1 migration).

Data filtering allows you to include data from
sel ected summary groups. For exanple, you could
choose to report on specific departnments groups or
i ndividuals, or on a specific SM5 cl ass.

Qut put reports fromthis facility include tabul ar
reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

el ements can be plotted on the same chart.

CA M CS Storageiate

SMS
| ssues:

The ability to sunmarize by an SMs storage or
managenent class nakes it easy to nonitor the
long- termactivity within each of your defined

cl asses. Many of the el ements you can sel ect for
reporting are useful for nonitoring an SMS
mgration effort, or to make sure SMS is operating
correctly after migration is conplete.

COLUMN DESCRI PTI ONS

TITLE 4

The fourth report title Iine on each tabul ar
report page indicates the indicator or el enent
that is being reported on that page. Note the
val ues displayed for each itemw Il vary,

dependi ng on the input sources specified for the
report. Any or all of the follow ng val ues may
appear:

Data Set Count:
Total Represents the total nunber of data sets
found in the input data for this particular
sunmmary group.

Data Set Count: SMs-Managed
Represents the nunber of data sets found in the
i nput data for this particular summary group
that are managed by SMS.

Data Set Count: Unnanaged
Represents the nunber of data sets found in the
i nput data for this particular summary group
that are not nmanaged by SMS.

Percent age of Data Sets: Managed
Represents the percentage of all the data sets
found in the input data for this particular
sunmary group that are nanaged by SMS.

Percent age of Data Sets: Unnanaged
Represents the percentage of all the data sets
found in the input data for this particular
sunmary group that are not nanaged by SMS.

Space Allocated (MB): Total
Represents the total space allocated, in
megabytes, by all the data sets found in the
input data for this particular summary group.

Space Allocated (MB): Managed
Represents the total space allocated, in
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megabytes, by all the data sets found in the
i nput data for this particular sumary group
that are managed by SMS.

Space Allocated (MB): Unnmanaged
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that are not nanaged by SMs.

Per cent age of Space: Manhaged
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that are
managed by SMS.

Per cent age of Space: Unmanaged
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that are
not nmanaged by SMS.

Data Set Count: Non- VSAM
Represents the nunber of data sets found in the
i nput data for this particular sumary group
that are not VSAM data sets.

Data Set Count: VSAM
Represents the nunber of data sets found in the
i nput data for this particular summary group
that are VSAM data sets.

Percentage of Data Sets: Non-VSAM
Represents the percentage of data sets found in
the input data for this particular sumrary
group that are not VSAM data sets.

Percentage of Data Sets: VSAM
Represents the percentage of data sets found in
the input data for this particular sumrary
group that are VSAM data sets.

Percent age of Space Used: Al Data
Represents the percentage of space allocated
versus used for all the data sets found in the
input data for this particular summary group.
This is calculated by dividing the total tracks
used by the data sets in this group by the
total tracks allocated. Note that HSM data
sets are not included in this cal cul ation.

Per cent age of Space Used: Managed

CA M CS Storageiate

Represents the percentage of space allocated
versus used for the SM5S-nmanaged data sets found
in the input data for this particular summary
group. This is calculated by dividing the
total tracks used by the nanaged data sets in
this group by the total tracks allocated by the
managed data sets. Note that HSM data sets are
not included in this calculation.

Per cent age of Space Used: Unnanaged
Represents the percentage of space allocated
versus used for the unnanaged data sets found
in the input data for this particular summary
group. This is calculated by dividing the
total tracks used by the unmanaged data sets in
this group by the total tracks allocated by the
unmanaged data sets. Note that HSM data sets
are not included in this calcul ation.

Space Allocated (MB): Non-VSAM
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that are not VSAM data sets.

Space Allocated (MB): VSAM
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that are VSAM data sets.

Per cent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that are
not VSAM data sets.

Percent age of Space: VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that are
VSAM dat a sets.

Per cent age of Space Used: Non-VSAM
Represents the percentage of space allocated
versus used for the non-VSAM data sets found in
the input data for this particular sumrary
group. This is calculated by dividing the
total tracks used by the non-VSAM data sets in
this group by the total tracks allocated by the
non- VSAM data sets. Note that HSM data sets
are not included in this calculation.




Percent age of Space Used: VSAM

Represents the percentage of space allocated
versus used for the VSAM data sets found in the
i nput data for this particular summary group.
This is calculated by dividing the total tracks
used by the VSAM data sets in this group by the
total tracks allocated by the VSAM data sets.
Not e that DFHSM data sets are not included in
this cal cul ation, because they are always fully
used.

Data Set Count: HSM Level 1
Represents the nunber of data sets found in the
i nput data for this particular sumary group
that reside on DFHSM migration |evel 1 storage.

Data Set Count: HSM Level 2
Represents the nunber of data sets found in the
i nput data for this particular summary group
that reside on DFHSM migration | evel 2 storage.

Data Set Count: HSM Backup

Represents the nunber of data sets found in the
i nput data for this particular sumary group
that reside on DFHSM backup storage. Note that
mul tipl e backup copies of the same data set do
not effect this count, nor is there any attenpt
made to indicate which of these data sets nmay
al so reside on primary storage.

Space Allocated (MB): HSM Level 1
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on DFHSM i gration | evel 1 storage.

Space Allocated (MB): HSM Level 2
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on DFHSM migration | evel 2 storage.

Space Allocated (MB): HSM Backup
Represents the total space allocated, in
megabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on HSM backup storage. This total
i ncl udes space used for nultiple backup copies
of the sane data set.

Percent age of Data Sets: HSM Level 1

Represents the percentage of data sets found in
the input data for this particular sumrary
group that reside on DFHSM mi gration |level 1

st or age.

Percent age of Data Sets: HSM Level 2
Represents the percentage of data sets found in
the input data for this particular sunmmary
group that reside on DFHSM migration | evel 2
st or age.

Percent age of Data Sets: HSM Backup
Represents the percentage of data sets found in
the input data for this particular sumrary
group that reside on DFHSM backup storage.
Note that nultiple backup copies of the sane
data set do not effect this count, nor is there
any attenpt nade to indicate which of these
data sets nmay al so reside on primary storage.

Percent age of Space: HSM Level 1
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that
reside on DFHSM migration | evel 1 storage.

Per cent age of Space: HSM Level 2
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that
reside on DFHSM migration |l evel 2 storage.

Per cent age of Space: HSM Backup
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that
resi de on DFHSM backup storage. This total
i ncl udes space used for nultiple backup copies
of the sane data set.

SYSI D
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Medi a

Storage d ass

Managenent Cl ass

Onner
The first colum of the report indicates the
sunmmary group to which the totals on each |ine
apply. Depending on the report option chosen,

STG5130
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this sumarization will be done by nedi a (DASD,
VSAM M GRATE, or BACKUP), SMS storage cl ass, SM5
managenent cl ass, or based on the CA MCS
accounting codes in the data. The | abel over the
colum wll be one of the val ues shown above,
dependi ng on the summari zation option chosen.

Val ue ddnmmyy

I ndi cates the value for this particul ar el enent
for this particular sumary group during the date
i ndicated in the colum heading. The date is
represented in the format 'ddnmmyy'.

Conmpound Growth Rate (%

STG5130

Reports the daily conmpound gromh rate (CGER)
calculated for this group using the values from
t he days shown on this report. A value of 5.00,
for exanple, indicates a growmh rate of

approxi mately 5% per day for this group, based on
the daily values included in this report.

CA M CS Storageiate

Secti on:

4.3




DAI LY APPLI CATI ON RESOURCE USAGE ( STGERG
CA M CS Storageiate
ABC CORPORATI ON
Data Set Count: Tot al

------------------------------------------------------------ SYSI DESYSA - - - m - m oo e e e e e e e e oo oo
Onner Val ue Val ue Val ue Val ue Val ue Val ue Conpound
07APRO1 08APRI1 09APRIO1 10APR91 11APRI1 12APR91 G ow h
Rate (9
DEPT: 100 654 657 774 791 751 764 3.16
DEPT: 110 1565 1589 1613 1606 1625 1614 0.62
DEPT: 120 1438 1535 1577 1644 1684 1696 3.36
DEPT: 125A 9117 9257 9409 9430 9435 9518 0. 86
DEPT: 125B 522 522 522 521 521 521 -0.04
DEPT: 130 495 366 366 366 365 365 -5.91
DEPT: 140 56 56 56 56 56 56 0. 00
DEPT: 145 805 623 450 753 796 882 1.84
DEPT: 150 1261 1265 1266 1274 1273 1269 0.13
DEPT: 157 64 63 64 62 62 61 -0.96
DEPT: 160 106 107 107 108 121 126 3.52
DEPT: 170 739 747 760 761 769 774 0.93
DEPT: 200C 565 572 617 638 640 637 2.43
DEPT: 210 426 433 443 439 437 436 0. 47
DEPT: 220 932 933 936 939 909 924 -0.17
DEPT: 230 1375 1399 1342 1298 1355 1494 1.67
DEPT: 240 82 82 82 81 82 81 -0.25
DEPT: 270 2778 2841 2909 3223 2844 2806 0. 20
DEPT: 300 595 644 662 692 676 671 2.43
DEPT: 350 70 70 70 70 70 75 1.39
DEPT: 700A 29 29 29 29 29 29 0.00
DEPT: 999 11 11 11 9 9 9 -3.93
SYSI D 23685 23801 24065 24790 24509 24808

Figure 4-19. Daily Application Resource Usage / Sunmary

STG6130 CA M CS StorageMate Section: 4.3 4- 066




Dai |y ASTEX Cache Statistics / Plot (STGEPE)

Sour ce:

Functi on:

Feat ures:

SMVS
| ssues:

ASTAVO file at the DAYS tinespan
HARDVA file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor key storage indicators related to the
operation of DASD cache control units. Wile DASD
cache has becone an inportant part of the tota
storage hierarchy, the lack of convenient and
powerful reporting tools has made it difficult to
manage this resource. The introduction of ASTEX
data into CA MCS should help correct this

probl em because it gives storage adninistrators
the ability to quickly and easily nonitor this

i mportant resource.

Cache-rel ated problens are normally caused by too
many users needi ng cache resources at the sane
time. Detection and correction of these problens
requires the ability to anal yze the data are
varying levels of granularity. This facility

all ows sel ection and summari zati on by specific
dates, hours, and CA MCS zones. Selection can
also be linmted to the data for a specific vol une,
SM5 storage group, ASTEX contention group, or WS
| ogical control unit. This type of nulti-

di nensi onal anal ysis can detect problens that

nm ght ot herwi se remai n hi dden.

As stated above, a wide variety of options are
available in terns of data sel ection and

summari zation. These options nake it easy to run
several reports at varying levels of detail to
quickly identify and isolate a problem

Qutput reports fromthis facility include tabular
reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

el ements may be plotted on the same chart.

The ability to select and sunmari ze by an SMS
storage group allows you to nonitor and tune your
cache resources and your SMS groups so they
del i ver optinum performance. The ability to
sunmmari ze the report using a Volune G oup Table
allows you to sinulate the operation of alternate
storage group definitions. Thus, you can easily
nove vol umes between storage groups, nonitor the
results, and then finally make the change in your
group definitions when the results are acceptable.

ELEMENT DESCRI PTI ONS

SYSID' S
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies. The shorter value is used with
color graphic plots.

Vol ure/ Vol

Storage Goup/ Gp

Logical Cl Unit/LCU D

Contenti on Group/ CGp
The top line of each page also indicates the
sunmmary group to which the values on this plot
apply. Depending on the report option chosen,
this sumarization will be done by vol ume, SMs
storage group, MS |ogical control unit, or ASTEX
contention group. The shorter value |isted above
is used with col or graphic plots.

Dat e
When summari zati on by hour or zone is requested
the date will appear at the top of each chart to
i ndicate the date for which the plotted data
appl i es.

Vertical Axis (Value)
The numeric values distributed vertically down the
| eft side of each page represent the scale of the
numeri c val ues being plotted on that page. When
requesting col or graphics plots, you can specify
the values that will appear on this axis. This
shoul d be done with care, because all plots and
groups will have to adapt to the val ues you
specify. For printer plots, or when values are
not specified, SAS will generate the val ues
autonatically, based on the content of the plotted
data. We suggest that these SAS defaults be used
whenever possible, because they will avoid nany
potential problens. Care should also be taken
when specifying nultiple elenents on one plot,
that the elenents chosen will have a simlar range
of val ues.

Hori zontal Axis (Date/Zone/ Hour)
Pl ots on the horizontal axis represent the date,
hour, or zone corresponding to the val ue being
plotted. Report options are used to determ ne
whi ch of these three values will be used. Wen
date summarization is specified, the date appears
in the format 'ddmmyy', and the nunber of dates

STG5130
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plotted is determ ned by the number of cycles of
CA M CS data specified as input to the report.

Foot not es

Section: 4.3 4-068
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The footnote(s) section of each graph is
important, as it indicates the names of the data
el ement (s) that are plotted on the graph. Up to 9
el ements can be plotted on the sanme graph, in

whi ch case 9 footnotes will appear at the bottom
of each page. For printer plots, an al phabetic
character A-l will appear to the left of each
description, identifying the character used on the
plot to represent that particular element. On
color graphic plots, the letter does not appear,
because the color of the footnote should
correspond with the color of the plot point/line
on the graph. |If different colors do not appear
for each point and footnote, your M CF options
shoul d be nodified to specify different colors. A
brief description of the possible values in the
footnote section, and what those val ues represent,
is given bel ow

I/ O Requests: Total
The total nunber of 1/0O requests received for
this group during this neasurenent interval.

I/ O Requests: Cache Candi date
The nunber of 1/0O requests received that were
considered to be eligible for caching.

I/ O Requests: Read The total nunber of read I/O
requests that were considered to be eligible
for caching.

I/ O Requests: Read Sequenti al
The total nunber of read sequential /0
requests that were considered to be eligible
for caching.

I/ O Requests: DASD Fast Wite
The nunber of /0O requests received that were
consi dered candi dates for DASD Fast Wite
cachi ng.

I/ O Requests: Cache Fast Wite
The Nunber of /O requests received that were
consi dered candi dates for Cache Fast Wite
cachi ng.

I/ O Requests: Non-Cache Candi date
The total nunber of 1/0O requests received that

CA M CS Storageiate

were not considered to be cache candi dates.

I/ O Requests: Wite
The total nunber of 1/0O requests received that
were not considered to be cache candi dates
because they were wite requests.

I/ O Requests: Bypass Cache
The total nunber of 1/0O requests received that
were not considered to be cache candi dates
because they requested no caching.

I/ O Requests: [0S Inhibited
The total number of 1/O requests received that
were not considered to be cache candi dates
because | 0OS had inhibited them due to cache
activity.

I/ O Requests: ASTEX I nhibited
The total nunber of 1/0O requests received that
were not considered to be cache candi dates
because ASTEX had inhibited them due to cache
activity.

I/ O Requests: O her
The total number of 1/O requests received that
were not considered to be cache candi dates for
reasons other than those |isted above.

Cache Effective: Total
The total nunmber of 1/O requests that were
successfully processed by cache (cache hits).

Cache Effective: Read
The total nunber of read I/O requests that
were successfully processed by cache (cache
hits).

Cache Effective: Read Sequenti al
The total nunber of read sequential /0
requests that were successfully processed by
cache (cache hits).

Cache Effective: DASD Fast Wite
The total nunber of 1/0O requests that were
successfully processed by DASD Fast Wite
cache.

Cache Effective: Cache Fast Wite
The total nunber of 1/O requests that were
successfully processed by Cache Fast Wite
cache.




Total Tracks Loaded into Cache
The total nunber of tracks |oaded into cache
during this neasurenent interval.

Total DASD Fast Wite Track Loads
The total nunber of tracks | oaded i nto DASD
Fast Wite cache during this nmeasurenent
interval.

NVS Overfl ow Percent age
The percentage of times that requests for
non-vol atil e storage exceeded NVS capacity and
caused an overfl ow condition.

Aver age Denotion Tine
The average amount of time a storage page
stayed in cache nmenory, before being repl aced
by a nore active page.

Percent Effective: Al 1/0
The average percentage of all I/O requests
recei ved that were handl ed by cache storage.

Percent Effective: Cache Candi dates
The average percentage of all cache candidate
I/ O requests received that were handl ed by
cache storage.

Percent Effective: Read
The average percentage of all read 1/0
requests received that were handl ed by cache
st or age.

Percent Effective: Read Sequenti al
The average percentage of all read sequenti al
I/ O requests received that were handl ed by
cache storage.

Percent Effective: DASD Fast Wite
The average percentage of all DASD Fast Wite
requests received that were handl ed by DASD
Fast Wite.

Percent Effective: Cache Fast Wite
The average percentage of all Cache Fast Wite
requests received that were handl ed by Cache
Fast Wite.

Percent Denotion Time < 30 seconds
The percentage of time during this interval
that the average denotion tinme was |ess than

30 seconds. Denotion tine indicates the
amount of tinme a page can remain unreferenced
bef ore being removed from cache.

Percent Denotion Time < 1 mnute
The percentage of time during this interval
that the average denotion tine was less than 1
m nute. Denotion tine indicates the amunt of
time a page can renmin unreferenced before
bei ng renoved from cache.

Percent Denotion Time < 2 minutes
The percentage of time during this interval
that the average denotion tinme was |ess than
two minutes. Denotion time indicates the
amount of tinme a page can remain unreferenced
bef ore being removed from cache.

Percent Denotion Time > 2 mnutes
The percentage of time during this interval
that the average denotion tinme was greater
than two mnutes. Denotion tine indicates the
amount of tine a page can remain unreferenced
bef ore being removed from cache.
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Figure 4-20. Daily ASTEX Cache Statistics / Plot
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Dai |l y ASTEX Cache Statistics / Sumrary ( STGEPE)

Sour ce:

Functi on:

Feat ures:

SMVS
| ssues:

STG5130

ASTAVO file at the DAYS tinespan
HARDVA file at the DAYS tinmespan

This facility allows the Storage Administrator to
nonitor key storage indicators related to the
operation of DASD cache control units.
cache has becone an inportant part of the tota
storage hierarchy, the lack of convenient and
powerful reporting tools has made it difficult to
manage this resource. The introduction of ASTEX
data into CA M CS should help correct this

probl em because it gives Storage Adninistrators
the ability to quickly and easily nonitor this

i mportant resource.

Cache-rel ated problens are normally caused by too
many users needi ng cache resources at the sane
time. Detection and correction of these problens
requires the ability to anal yze the data are
varying levels of granularity. This facility

all ows sel ection and summari zati on by specific
dates, hours, and CA MCS zones. Selection can
also be linmted to the data for a specific vol une,
SM5 storage group, ASTEX contention group, or WS
| ogical control unit. This type of nulti-

di nensi onal anal ysis can detect problens that

nm ght ot herwi se remai n hi dden.

As stated above, a wide variety of options are
available in terns of data sel ection and

summari zation. These options nake it easy to run
several reports at varying levels of detail to
quickly identify and isolate a problem

Qutput reports fromthis facility include tabular
reports, printer plots, and col or graphic plots.
When plots are requested, up to nine different

el ements can be plotted on the same chart.

The ability to select and sunmari ze by an SMS
storage group allows you to nonitor and tune your
cache resources and your SMS groups so they
del i ver optinum performance. The ability to
sunmmari ze the report using a Volune G oup Table
allows you to sinulate the operation of alternate
storage group definitions. Thus, you can easily
nove vol umes between storage groups, nonitor the
results, and then finally make the change in your
group definitions when the results are acceptable.

CA M CS Storageiate

Wi | e DASD

COLUMN DESCRI PTI ONS

SYSI D

Vol une

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

St orage G oup

Logi cal

Gl Unit

Cont enti on Group

Dat e

Hour

Zone

O her

The top line of each page also indicates the
sunmmary group to which the values on this report
apply. Depending on the report option chosen,
this sumarization will be done by vol unme, SMs5
storage group, MS logical control unit, or ASTEX
contenti on group

I ndi cates the date for which the reported data
applies. Depending on the sunmarization option
chosen, the date will appear either as part of the
headi ng or as the first columm of data.

When sumari zation by hour is requested, this
i ndi cates the hour to which the reported data
appl i es.

When summari zation by zone is requested, this
i ndicates the CA M CS zone to which the reported
data applies.

Dat a Col ums

O her printed colums that appear on the report
correspond to the elenents you have selected to
monitor. Al of the elenents you select fromthe
report options screen with the same letter wll
appear on the sane report. A brief description of
t he possible colums that nay appear here, and
what those columms represent, is given bel ow

Total 1/0O Requests

The total nunmber of 1/O requests received for
this group during this measurenment interval

Candi date 1/ O Requests

The nunber of |/O requests received that were
considered to be eligible for caching.
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Read |1/ O Requests
The total number of read 1/0O requests that
were considered to be eligible for caching.

Read Seq |/ O Requests
The total nunmber of read sequential /0
requests that were considered to be eligible
for caching.

DASD FW 1/ O Requests
The nunber of /0O requests received that were
consi dered candi dates for DASD Fast Wite
cachi ng.

Cache FWI/ O Requests
The Number of /0O requests received that were
consi dered candi dates for Cache Fast Wite
cachi ng.

Non- Cand |/ O Requests
The total nunber of 1/0O requests received
that were not considered to be cache
candi dat es.

Wite |/ 0O Requests
The total number of 1/O requests received
that were not considered to be cache
candi dat es because they were wite requests.

Cache Byp 1/ 0O Requests
The total nunber of 1/O requests received
that were not considered to be cache
candi dat es because they requested no caching.

| CS Inhib I/0 Requests
The total nunber of 1/0 requests received
that were not considered to be cache
candi dat es because | CS had i nhi bited them due
to cache activity.

ASTEX I nhib 1/0O Requests
The total nunber of 1/0 requests received
that were not considered to be cache
candi dat es because ASTEX had inhibited them
due to cache activity.

O her 1/0 Requests
The total nunber of 1/0 requests received
that were not considered to be cache
candi dates for reasons ot her than those
|i sted above.

CA M CS Storageiate

Cache Hits Total
The total number of 1/O requests that were
successfully processed by cache (cache hits).

Cache Hits Read
The total nunmber of read I/O requests that
were successfully processed by cache (cache
hits).

Cache Hts Rd Seq
The total number of read sequential /0O
requests that were successfully processed by
cache (cache hits).

Cache Hits DFW
The total nunmber of 1/O requests that were
successfully processed by DASD Fast Wite
cache.

Cache Hts CFW
The total nunmber of 1/O requests that were
successfully processed by Cache Fast Wite
cache.

Total Tracks Loaded
The total nunber of tracks | oaded into cache
during this neasurenent interval.

DFW Tr acks Loaded
The total nunber of tracks | oaded into DASD
Fast Wite cache during this neasurenent
interval.

NVS Overfl ow Percent age
The percentage of tinmes that requests for
non-vol atil e storage exceeded NVS capacity
and caused an overflow condition.

Aver age Denotion Tine
The average anount of time a storage page
stayed in cache nenory, before being repl aced
by a nore active page.

%Hts Al I/0
The average percentage of all 1/0O requests
recei ved that were handl ed by cache storage.

% Hts Cand |/ 0O
The average percentage of all cache candidate
I/O requests received that were handl ed by
cache storage.




% Hts Read |/ 0O
The average percentage of all read 1/0O
requests received that were handl ed by cache
st or age.

% Hts Rd Seq I/0
The average percentage of all read sequenti al
I/ O requests received that were handl ed by
cache storage.

% Hts DFWI/O
The average percentage of all DASD Fast Wite
requests received that were handl ed by DASD
Fast Wite.

% Hts CFWI/O
The average percentage of all Cache Fast
Wite requests received that were handl ed by
Cache Fast Wite.

% Denpte Tinme < 30 sec
The percentage of tinme during this interval
that the average denotion tinme was | ess than
30 seconds. Denotion time indicates the
anount of tine a page can remain unreferenced
bef ore being renmoved from cache.

% Denote Tine < 1 nmin
The percentage of time during this interval
that the average denotion tinme was | ess than
one mnute. Denotion tinme indicates the
amount of tinme a page can renmin unreferenced
bef ore being renoved from cache.

% Denpte Tine < 2 nmin
The percentage of tinme during this interval
that the average denotion tinme was |ess than
two minutes. Demption tine indicates the
anmount of tine a page can remain unreferenced
bef ore being renoved from cache.

% Denote Time > 2 min
The percentage of tinme during this interval
that the average denotion tinme was greater
than two minutes. Denotion tine indicates
the anount of tine a page can renain
unr ef erenced before being renoved from cache.
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DAI LY ASTEX CACHE STATI STI CS ( STGEPE)

Non- Cand Wite
/0 1/0
Request s Request s
4709 935
53338 16948
24238 10268
18880 14069
3568 704
1000 607
1902 722
2077 686
7931 4727
3465 961
2444 902
1573 754
2239 1367
1886 1473
1047 619
1041 610
1048 620
132386 56972
Figure 4-21

SYSI D=SYSA St orage G oup=TSOLRG Dat e=05APR91
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ABC CORPORATI ON

Cache 1 CS ASTEX
Byp /0 Inhib I/0 Inhib I/0O
Request s Request s Request s

0 3042 257
0 32549 1450
0 10446 1324
0 102 3851
0 18 2528
0 38 61
0 10 816
0 36 1026
0 233 649
0 761 1303
0 699 358
0 188 271
0 22 526
0 6 96
0 20 95
0 0 131
0 0 128
0 48170 14870

Dai | y ASTEX Cache Statistics / Summary

O her
1/0
Request s

475
2391
2200

858

318

294

354

329
2322

440

485

360

324

311

313

300

300
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Dai | y DASD Resource Usage / Pl ot

Sour ce:

Functi on:

Feat ur es:
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(STGEJIE)
VCAVQA file at the DETAIL tinmespan

This facility allows the storage admi nistrator to
noni tor key storage indicators on a day-by-day
basis. These indicators enable the user to
project short-term storage needs, both at the
hardware unit |evel (volune, volunme group, or

devi ce type) and the systemlevel. The indicators
reported by this facility are al so useful for
detecting problens with storage resources that are
not being used efficiently. These reports, along
with the tasks such as Monthly DASD Resource Usage
reports, provide both a short view and a |ong view
of storage capacity and perfornmance probl ens,
nmeasured at the hardware | evel.

The Daily/Monthly DASD Resource Usage reports
conpl enent the Daily/Mnthly Application Resource
Usage reports to give a conplete picture of
storage usage and capacity. Wiile the application
reports tend to measure storage capacity and
consunption at the application level, the DASD
reports take a nore hardware-oriented | ook at
simlar data. These reports are useful for tasks
such as planning for new DASD or bal anci ng vol unes
bet ween vol ume groups or SMS storage groups. Both
sets of reports allow you to measure and contro
growh at the application and hardware |evels.

The types of data that can be selected for
reporting include the nunber of data sets, the
amount of space being allocated, percentages of
data sets and space in certain categories, the
amount of allocated versus used space, and ot her
neasures of performance and capacity.

Sunmari zation options allow you to analyze the
dat a based on vol une serial nunber, device type
vol une group or SMS storage group, or to provide
totals for each system

Data filtering allows you to include data from
sel ected groups. For exanple, you can choose to
report on specific volumes, device types, or SMS
st orage groups

Qutput reports fromthis facility include tabular
reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

el ements can be plotted on the sanme chart.

CA M CS Storageiate

SMVS
| ssues:

Many users choose to run the CA M CS Space
Collector multiple times during the day and then
conbi ne those multiple neasurenents into the sane
cycle of CA MCS data. The reports in this
facility will detect this condition and alter
their output to reflect this "detail node" of

operation. The values on each report and graph
will then reflect individual neasurenents for each
day rather than just one value per day. Detai

node will be activated when 3 or nore uni que
neasurenents are found for the sanme vol ume on any

one day. It is suggested you do not conbi ne
detail ed and nornmal data cycles in the sane report
executi on.

The ability to summarize by SMS storage groups
nmakes it easy to nonitor the short-termactivity
wi thin each of your defined groups. Many of the
el ements you can select for reporting are useful
for nonitoring an SMs migration effort, or to nake
sure SMS is operating correctly after migration is
conplete. Using a Volune Goup Table, alternate
storage group configurations may be designed and
simul ated before being inplenmented.

ELEMENT DESCRI PTI ONS

SYSI D

Dat e

Vol une
Vol une
Devi ce

This val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Wien detailed reporting is active, the date will
appear at the top of each page in the fornat
"ddmmyy'. Al data on the remai nder of the page
will apply to this date.

G oup

Type

Unl ess summari zation by SYSID only is chosen, the
descriptive line at the top of each page will also
i ndicate the summary group to which the val ues on
this plot apply. Depending on the report option
chosen, this sumarization will be done by vol une,
vol une group (SMs storage group), or device type
The label to the left of the sunmary value will be
one of the val ues shown above, depending on the
sunmari zation opti on chosen.
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Vertical Axis (Value)

The numeric values distributed vertically down the
| eft side of each page represent the scale of the
numeric val ues being plotted on that page. Wen
requesting col or graphics plots, you can specify
the values that will appear on this axis. This
shoul d be done with care, because all plots and
groups will have to adapt to the val ues you
specify. For printer plots, or when values are
not specified, SAS will generate the val ues
automatically, based on the content of the plotted
data. We suggest that these SAS defaults be used
whenever possible, as they will avoid many
potential problens. Care should also be taken
when specifying nmultiple elenents on one plot,

that the el enents chosen will have a sinilar range
of val ues.

Hori zontal Axis (Date)

Pl ots on the horizontal axis represent the date
corresponding to the value being plotted. Each
date is presented in the format 'ddmmyy'. The
nunber of entries appearing on the horizontal axis
is determ ned by the nunmber of cycles of CA MCS
data specified as input to the inquiry.

Hori zontal Axis (Tinmne)

When detailed reporting is active, the plots on
the horizontal axis represent the neasurenent tine
corresponding to the value being plotted. Each
time is presented in the format 'hh:mmss'. The
nunber of entries appearing on the horizontal axis
is determ ned by the number of different
nmeasurenents found each particul ar date

Foot not es

The footnotes section of each graph is inportant,
as it indicates the names of the data el enent(s)
that are plotted on the graph. Up to nine

el ements can be plotted on the same graph, in

whi ch case nine footnotes will appear at the
bott om of each page. For printer plots, an

al phabetic character ranging fromA through | will
appear to the left of each description
identifying the character used on the plot to
represent that particular elenent. On color
graphic plots, the letter does not appear, as the
col or of the footnote should correspond with the
color of the plot point or Iine on the graph. |If
di fferent colors do not appear for each point and
footnote, nodify your M CF options to specify

different colors. A brief description of the
possi bl e values in the footnote section, and what
t hose val ues represent, is given bel ow

Data Set Count: Total
Represents the total nunber of data sets
found in the input data for this particul ar
sunmary group.

Data Set Count: SMs- Managed
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are managed by SM5

Data Set Count: Unmanaged
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are not managed by SNM5

Data Set Count: Non- VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are not VSAM data sets.

Data Set Count: VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are VSAM data sets.

Space Allocated (MB): Total
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular sunmary group

Space Allocated (MB): Managed
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
input data for this particular summary group
that are managed by SMS.

Space Allocated (MB): Unmanaged
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular sunmary group
that are not nmanaged by SMS

Space Allocated (MB): Non-VSAM
Represents the total space allocated, in
negabytes, by all the non-VSAM data sets found
in the input data for this particular sumrary

group.
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Space Allocated (MB): VSAM
Represents the total space allocated, in
negabytes, by all the VSAM data sets found in
the input data for this particular sunmary

group.

Percentage of Data Sets: Managed
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are nanaged by SMS.

Percentage of Data Sets: Unnanaged
Represents the percentage of all the data sets
found in the input data for this particul ar
sunmmary group that are not managed by SMS.

Percentage of Data Sets: Non-VSAM
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are non-VSAM data sets.

Percentage of Data Sets: VSAM
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are VSAM data sets.

Per cent age of Space: Managed
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are managed by SMs.

Per cent age of Space: Unnanaged
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space belonging to data
sets that are not nmanaged by SMS.

Per cent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not VSAM

Per cent age of Space: VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are VSAM

Per cent age of Space Used: Al Data
Represents the percentage of space allocated

CA M CS Storageiate

versus used for all the data sets found in the
i nput data for this particular sumrary group.
This is cal cul ated by dividing the total
tracks used by the data sets in this group by
the total tracks allocated. Note that HSM
data sets are not included in this

cal cul ati on.

Per cent age of Space Used: Non-VSAM

Represents the percentage of space allocated
versus used for the non-VSAM data sets found
in the input data for this particular sumrary
group. This is calculated by dividing the
total tracks used by the non-VSAM data sets in
this group by the total tracks allocated by

t he non- VSAM data sets. Note that HSM data
sets are not included in this cal cul ation.

Per cent age of Space Used: VSAM

Represents the percentage of space allocated
versus used for the VSAM data sets found in
the input data for this particular sunmary
group. This is calculated by dividing the
total tracks used by the VSAM data sets in
this group by the total tracks allocated by
the VSAM data sets. Note that HSM data sets
are not included in this calculation.

Total Storage Capacity (M)
Represents the total published storage
capacity for all the volunes in this
particul ar sumary group, expressed in
negabyt es.

Total Capacity Al located (M)
Represents the total anpunt of space within
this particular sumary group that has been
al l ocated, and is no | onger available for
al l ocation by other data sets. This value is
expressed i n negabytes, and represents the
space al |l ocated by data sets and system areas
such as VTCCs.

Total Capacity Free (MB)
Represents the total ampunt of space within
this particular sumary group that is
avai l abl e for allocation by other data sets.
This value is expressed in negabytes.

Percent age of Capacity Allocated
Represents the percentage of space within this
particul ar summary group that has been
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al l ocated, and is no | onger available for
all ocation by other data sets. This val ue
represents the space allocated by data sets
and system areas such as VTQCCs.

Per cent age of Capacity Free
Represents the percentage of space within this
particular summary group that is available for
al l ocati on by other data sets.

Aver age Fragnentation | ndex
Represents the average of all the
fragnentation i ndexes for all the volunes in
this summary group. The fragnmentation index
is used as a neasurenent of space
fragnentati on on each volune, with a | ow
nunmber indicating little fragnmentation, and
hi gher nunbers indicating greater anounts of
fragnentation.

Free VTOC | ndex Records
Represents the total number of free VTOC i ndex
records for all of the volunes in this
particul ar summary group. For volunes with
i ndexed VTQOCs, this nunber indicates the
amount of index expansion space avail abl e.
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Figure 4-22. Daily DASD Resource Usage / Pl ot
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Dai | y DASD Resource Usage / Summary (STGEJE)
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VCAVQA file at the DETAIL tinmespan

This facility allows the storage admi nistrator to
noni tor key storage indicators on a day-by-day
basis. These indicators enable the user to
project short-term storage needs, both at the
hardware unit |evel (volune, volunme group, or

devi ce type) and the systemlevel. The indicators
reported by this facility are al so useful for
detecting problens with storage resources that are
not being used efficiently. These reports, along
with the Monthly DASD Resource Usage reports,
provi de both a short view and a | ong vi ew of
storage capacity and perfornmance probl ens,
nmeasured at the hardware | evel.

The Daily/Monthly DASD Resource Usage reports
conpl enent the Daily/Mnthly Application Resource
Usage reports to give a conplete picture of
storage usage and capacity. Wiile the application
reports tend to measure storage capacity and
consunption at the application level, the DASD
reports take a nore hardware-oriented | ook at
simlar data. These reports are useful for tasks
such as planning for new DASD, or bal anci ng

vol unes between vol ume groups or SMS storage
groups. Both sets of reports allow you to nmeasure
and control growh at the application and the

har dwar e | evel s.

The types of data that can be selected for
reporting include the nunber of data sets, the
amount of space being allocated, percentages of
data sets and space in certain categories, the
amount of allocated versus used space, and ot her
neasures of performance and capacity.

Sunmari zation options allow you to analyze the
data based on vol ume serial nunber, device type
vol une group or SMS storage group, or to provide
totals for each system

Data filtering allows you to include data from
sel ected groups. For exanple, you can choose to
report on specific volumes, device types, or SMS
st orage groups

Qutput reports fromthis facility include tabular

reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

CA M CS Storageiate

SMS

| ssues:

el ements can be plotted on the sanme chart.

Many users choose to run the CA M CS Space
Collector multiple times during the day and then
conbi ne those multiple neasurenents into the sane
cycle of CA MCS data. The reports in this
facility will detect this condition and alter
their output to reflect this "detail nobde" of
operation. The values on each report and graph
will then reflect individual neasurenents for each
day rather than just one value per day. Detai
node will be activated when 3 or nore uni que
neasurenents are found for the same volume on any
one day. It is suggested you do not conbi ne
detail ed and nornmal data cycles in the sane report
executi on.

The ability to sunmarize by SMS storage groups
nmakes it easy to nonitor the short-termactivity
wi thin each of your defined groups. Many of the
el ements you can select for reporting are useful
for nonitoring an SMs migration effort, or to nake
sure SMS is operating correctly after migration is
conplete. Using a Volune Goup Table, alternate
storage group configurations nmay be designed and
simul ated before being inplenmented.

COLUMN DESCRI PTI ONS

TITLE 4

The fourth report title line on each tabul ar
report page indicates the indicator or el enent
that is being reported on that page. Note the
val ues di splayed for each itemw || depend on the
i nput sources specified for the report. Any or
all of the follow ng val ues may appear:

Data Set Count: Total
Represents the total nunber of data sets found
the input data for this particular sunmary

group.

Data Set Count: SMs- Managed
Represents the nunber of data sets found in the
i nput data for this particular summary group
that are nanaged by SMS

Data Set Count: Unmanaged
Represents the number of data sets found in
the input data for this particular sunmary
group that are not managed by SM5
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found in the input data for this particul ar

Data Set Count: Non-VSAM summary group that are not VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary Percent age of Data Sets: VSAM
group that are not VSAM data sets. Represents the percentage of all the data sets
found in the input data for this particul ar
Data Set Count: VSAM sunmary group that are VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary Per cent age of Space: Managed
group that are VSAM data sets. Based on the total space allocated by all the
data sets in this summary group, the
Space Allocated (MB): Total percent age of that space belonging to data
Represents the total space allocated, in sets that are nmanaged by SMS.
negabytes, by all the data sets found in the
i nput data for this particular sumrary group. Per cent age of Space: Unnmanaged
Based on the total space allocated by all the
Space Allocated (MB): Managed data sets in this sunmary group, the
Represents the total space allocated, in percent age of that space belonging to data
negabytes, by all the data sets found in the sets that are not nmanaged by SMS.
i nput data for this particular sunmary group
that are nmanaged by SMS. Per cent age of Space: Non-VSAM
Based on the total space allocated by all
Space Allocated (MB): Unmanaged the data sets in this sumary group, the
Represents the total space allocated, in percent age of that space belonging to data
negabytes, by all the data sets found in the sets that are not VSAM data sets.
i nput data for this particular summary group
that are not managed by SMS. Per cent age of Space: VSAM
Based on the total space allocated by all the
Space All ocated (MB): Non-VSAM data sets in this sunmary group, the
Represents the total space allocated, in percent age of that space belonging to data
negabytes, by all the data sets found in the sets that are VSAM data sets.
i nput data for this particular sunmary group
that are not VSAM data sets. Percent age of Space Used: All Data
Represents the percentage of space allocated
Space Allocated (MB): VSAM versus used for all the data sets found in the
Represents the total space allocated, in input data for this particular sumrary group.
nmegabytes, by all the data sets found in the This is cal culated by dividing the total
input data for this particular summary group tracks used by the data sets in this group by
that are VSAM data sets. the total tracks allocated. Note that HSM
data sets are not included in this
Percentage of Data Sets: Managed cal cul ati on.
Represents the percentage of all the data sets
found in the input data for this particul ar Percent age of Space Used: Non-VSAM
summary group that are nanaged by SMS. Represents the percentage of space allocated
versus used for the non-VSAM data sets found
Percentage of Data Sets: Unnanaged in the input data for this particular sumrary
Represents the percentage of all the data sets group. This is calculated by dividing the
found in the input data for this particul ar total tracks used by the non-VSAM data sets in
summary group that are not nmanaged by SMS. this group by the total tracks allocated by
t he non- VSAM data sets. Note that HSM data
Percentage of Data Sets: Non-VSAM sets are not included in this cal cul ation.

Represents the percentage of all the data sets
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Represents the percentage of space allocated
versus used for the VSAM data sets found in
the input data for this particular sunmary
group. This is calculated by dividing the
total tracks used by the VSAM data sets in
this group by the total tracks allocated by
the VSAM data sets. Note that DFHSM data sets
are not included in this calculation, because
they are always fully used.

Total Storage Capacity (M)
Represents the total published storage
capacity for all the volunmes in this
particul ar summary group, expressed in
negabyt es.

Total Capacity Allocated (MB)
Represents the total anpunt of space within
this particular sumary group that has been
allocated, and is no | onger available for
al location by other data sets. This value is
expressed i n negabytes, and represents the
space al located by data sets and system areas
such as VTCCs.

Total Capacity Free (MB)
Represents the total ampunt of space within
this particular summary group that is
avai l abl e for allocation by other data sets.
This value is expressed in megabytes.

Per cent age of Capacity All ocated
Represents the percentage of space within this
particul ar summary group that has been
al located, and is no | onger available for
all ocation by other data sets. This val ue
represents the space allocated by data sets
and system areas such as VTQOCs.

Per cent age of Capacity Free
Represents the percentage of space within this
particul ar sunmary group that is available for
al l ocati on by other data sets.

Aver age Fragnentation | ndex
Represents the average of all the
fragnentation i ndexes for all the volunes in
this summary group. The fragmentation index
is used as a neasurenent of space
fragnentati on on each volune, with a | ow
nunmber indicating little fragnmentation, and
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SYSI D

Dat e

SYSI D
Vol ure
Vol ure
Devi ce

hi gher nunbers indicating greater anounts of
fragnentation.

Free VTOC | ndex Records
Represents the total nunber of free VTCC i ndex
records for all of the volumes in this
particul ar sunmary group. For volunes with
i ndexed VTQOCs, this nunber indicates the
amount of index expansi on space avail abl e.

Unl ess sumarization by SYSID is chosen, this

val ue appears at the top of each page and
identifies the Systemldentifier (system) to which
this data applies.

When detailed reporting is active, the date will
appear at the top of each page in the fornat
"ddmmyy'. Al data on the renmi nder of the page
will apply to this date

G oup

Type

The | eft-nmost data col umm on each report |ine

i ndi cates the summary group to which the val ues on
that |ine apply. Depending on the report option
chosen, this sumarization will be done by vol une,
vol ume group (SMs storage group), device type, or
system (SYSID). The label at the top of the
colum will be one of the values shown above
dependi ng on the sumuari zation option chosen

Val ue ddnmmyy

I ndi cates the value for this particul ar el enent
for this particular sumrary group during the date
i ndicated in the colum heading. The date is
represented in the format 'ddmmyy’

Val ue hh: mm ss

When detailed reporting is active, this indicates
the value for this particular elenent for this
particular summary group at the neasurenent tine
indicated in the colum heading. The time is
represented in the format 'hh: nm ss'

Conpound G ow h Rate (%

Reports the conpound growth rate (CGR) cal cul ated
for this group using the values fromthe
days/times shown on this report. A value of 5.00




for exanple, indicates a growh rate of
approxi mately 5% per day/interval for this group,
based on the val ues included in the report.
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DAI LY DASD RESOURCE USACE ( STCEJE)
CA M CS Storagehate
ABC CORPCRATI ON
Space Allocated (MB): Total

SYSI D=S008
Val ue Val ue Val ue Val ue Val ue

01JAN92 02JAN92 03JAN92 04JAN92 05JAN92
20878 21654 23508 22893
11349 11435 11416 11491
304 408 214 2111
31911 31765 32908 33262
64442 65261 68047 0 69757
64442 65261 68047 0 69757

Fi gure 4-23. Daily DASD Resource Usage / Summary
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(STGEJQ)

HSWOL file at the DETAIL tinespan
VCAVQA file at the DETAIL tinmespan

This facility reports the effectiveness of HSMin
nmanagi ng the DASD vol unes under its control. The
reports produced will enable you to determ ne when
HSM par aneters need to be adjusted, and when

vol une pool changes need to be nmade. Up to 10
different reports can be generated fromthis
facility, and each report nay be generated in
tabul ar or graphic format. Col or graphics are

al so supported. These reports nonitor such itens
as the results of daily space nanagenent, the
excess data occupancy that exists on your vol unes,
the frequency and success rate for interval

m gration, and other usage statistics for your
DASD and HSM r esour ces.

The data used for these reports is gathered
directly fromHSM by the daily run of the CA MCS
Space Col lector. It represents a view of your
storage resource as seen by HSM and, as such, may
have results that are slightly different from

ot her StorageMate reports. Be advised that HSM
will only generate statistics for a volune if HSM
activity occurred that day for that volume. This
nmeans that the anmount of data produced for |ow
activity days will be |less than for busy days.
Keep this in mind when view ng such netrics as
total storage capacity, as these values may tend
to change slightly fromday to day. Sone reports
may al so show no activity because of the val ues of
your HSM options. For exanple, the values for
interval mgration will always be zero if you have
specified no interval migration.

Dependi ng on the reports sel ected, nost of the HSM
statistics can be summarized by vol ume, HSM vol une
type (primary or mgration), or volume group (SM
storage group). Because storage group is not kept
in the HSM data, these values are extracted from
the VCAVQA file and nerged with the HSM data to
create the final report.

Al'l reports can be produced as tabul ar reports,
printer graphics reports or color graphics
reports.

Users planning for SM5 coul d use these reports to

CA M CS Storageiate

tune HSM and determ ne the opti mum HSM t hreshol ds
when defining SM5 managenent classes. After SM5
i mpl erent ati on has begun, the reports should be
used on an ongoi ng basis to nake sure adequate
space exists in each storage group, and to make
sure HSMis managi ng each storage group as

desi gned.

ELEMENT DESCRI PTI ONS

Chart types

Common

Up to four different types of charts can be
generated by this facility:

M gration Effectiveness
This chart reports the effectiveness of HSM
daily space managenment activities. Different
chart versions can be produced to report by
vol unme, vol unme type, and/or vol ume group.

Excess Qccupancy Anal ysis
This chart reports the anmpunt of space
occupi ed by data sets that did not migrate,
but could mgrate if necessary. Different
chart versions can be produced to report by
vol une, volume type, and/or vol une group.

Interval Mgration Activity
This chart reports the number of times HSM
started interval mgration, and the nunber of
tines it was effective. Different chart
versions can be produced to report by vol uneg,
vol une type, or vol ume group.

Total Capacity Anal ysis
This chart shows capacity and usage val ues on
a daily basis. It can be used to nonitor the
capacity and occupancy of all the vol unes
known to HSM

While only one chart exanple is shown in this
section, all four chart types will be described.

El ement s
The follow ng el enents are comon to nost of the
charts produced:

SYSI D
The System ldentifier to which this data
appl i es.

Vol une Serial Nunmber (Volune)

Section: 4.3




HSM Vol une Type (Level)

Vol une Group (Vol G p)
Identifies the type of summarization
requested. This represents sumari zation
based on individual vol une, HSM vol une type
(O=primary or 1=migration) or volune group
(SMS storage group). The alternate val ues
shown i n parentheses appear when using col or
gr aphi cs.

Dat e
Identifies the date associated with the val ues

on the chart, shown as 'ddnmmyy'.

M gration Effectiveness
The followi ng descriptions apply to the charts
produced to show HSM M grati on Effectiveness:

Occupancy Before Daily Space Managenent
Represents the percentage of the volune or
vol une group that was all ocated before HSM
daily space managenent began.

Cccupancy After Daily Space Managenent
Represents the percentage of the volume or
vol une group that was allocated after HSM
dai ly space nmanagenent conpleted. The
differences in these two val ues shows the
percent age of the volume or group freed by
HSM

Excess Cccupancy Anal ysis
The follow ng descriptions apply to the charts
produced to anal yze Excess Cccupancy:

Storage Capacity in Megabytes
Represents the total storage capacity of the
vol ume or vol ume group expressed in
nmegabyt es.

Al |l ocated Space in Megabytes
Represents the anmount of space on the vol une
or volunme group that was allocated after HSM
dai ly space managenent conpleted. The
di fference between the Capacity val ue and the
Al'l ocated val ue represents free space.

Excess Cccupancy Space in Megabytes
Represents the anmount of space, in negabytes,
al |l ocated by data sets that HSM did not
m grate, but could have migrated if nore free
space were still required. As this value

STG5130 CA M CS Storageiate

Interval Mgration Activity

noves closer to zero, the ability for HSMto
guarantee free space on this volume or group
i s reduced.

The followi ng descriptions apply to the charts
produced to anal yze Interval Mgration:

Total Interval Mgrations
Represents the nunmber of times HSM started
interval mgrations for this volunme or vol une
group. Interval migrations are started at a
user- specified interval if the free space on
a vol unme has dropped bel ow a user-specified
val ue.

Failed Interval Mgrations
Represents the nunmber of tinmes that HSM
interval migration was started, but the
interval migration could not free enough
space to neet a user-specified val ue.
Excessi ve nunbers of interval mgrations and
failed mgrations indicate a potential space
shortage or a threshold value in that may be
i ncorrect.

Capacity Anal ysis
The followi ng descriptions apply to the charts
produced to anal yze Total Capacity:

Total Capacity (Primary and Level 1)
Represents the total storage capacity of all
the vol unes known to HSM whet her those
volumes are prinmary or Level 1 migration
volumes. This value is reported in
nmegabyt es.

Capacity of Primary Vol unes
Represents the total storage capacity of all
the primary vol umes known to HSM reported in
megabytes. The difference between this val ue
and the Total Capacity value would indicate
the capacity of the HSM Level 1 migration
vol ures.

Total Allocated (Primary and Level 1)
Represents the anount of space, in negabytes,
al l ocated by data sets that reside on either
primary volumes or HSM Level 1 nmigration
vol unes.

Al l ocated on Primary Vol unes Only

Section: 4.3 4-086
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Represents the allocated space for those data
sets residing only on prinary vol umes known
to HSM reported in nmegabytes. The

di fference between this value and the Total

Al l ocated val ue indicate the space allocated
by data sets on HSM Level 1 migration

vol ures.
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A = OCCUPANCY AFTER DAILY SPACE MANAGEMENT

B = OCCUPANCY BEFORE DAI LY SPACE MANAGEMENT

Figure 4-24. Daily HSM DASD Usage / Chart
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HSWOL file at the DETAIL tinespan
VCAVQA file at the DETAIL tinmespan

This facility reports the effectiveness of HSMin
nmanagi ng the DASD vol unes under its control. The
reports produced will enable you to determ ne when
HSM par aneters need to be adjusted, and when

vol une pool changes need to be nmade. Up to 10
different reports can be generated fromthis
facility, and each report nay be generated in
tabul ar or graphic format. Col or graphics are

al so supported. These reports nonitor such itens
as the results of daily space nanagenent, the
excess data occupancy that exists on your vol unes,
the frequency and success rate for interval

m gration, and other usage statistics for your
DASD and HSM r esour ces.

The data used for these reports is gathered
directly fromHSM by the daily run of the CA MCS
Space Col lector. It represents a view of your
storage resource as seen by HSM and, as such, may
have results that are slightly different from

ot her StorageMate reports. Be advised that HSM
will only generate statistics for a volune if HSM
activity occurred that day for that volume. This
nmeans that the anmount of data produced for |ow
activity days will be |less than for busy days.
Keep this in mind when view ng such netrics as
total storage capacity, as these values may tend
to change slightly fromday to day. Sone reports
may al so show no activity because of the val ues of
your HSM options. For exanple, the values for
interval mgration will always be zero if you have
specified no interval migration.

Dependi ng on the reports sel ected, nost of the HSM
statistics can be summarized by vol ume, HSM vol une
type (primary or mgration), or volume group (SM
storage group). Because storage group is not kept
in the HSM data, these values are extracted from
the VCAVQA file and nerged with the HSM data to
create the final report.

Al'l reports can be produced as tabul ar reports,
printer graphics reports or color graphics
reports.

Users planning for SM5 coul d use these reports to
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tune HSM and determ ne the opti mum HSM t hreshol ds
when defining SM5 managenent classes. After SM5
i mpl erent ati on has begun, the reports should be
used on an ongoi ng basis to nake sure adequate
space exists in each storage group, and to make
sure HSMis managi ng each storage group as

desi gned.

COLUMN DESCRI PTI ONS

Report types

Up to four different types of reports can be
generated by this facility:

M gration Effectiveness
This report shows the effectiveness of HSM
daily space managenent activities. Different
report versions can be produced to sumarize
the data by volunme, volune type, and vol une

gr oup.

Excess Qccupancy Anal ysis
This report nonitors the ampbunt of space
occupi ed by data sets that did not mgrate
but could mgrate if necessary. Different
report versions can be produced to sumarize
the data by vol une, volunme type, and vol une

group.

Interval Mgration Activity
This report shows the nunber of times HSM
started interval migration, and the nunber of
times it was effective. Different report
versions can be produced to sunmari ze the data
by vol une, volume type, and/or vol une group.

Total Capacity Anal ysis
This report shows capacity and usage val ues on
a daily basis. It can be used to nonitor the
capacity and occupancy of all the vol unes
known to HSM

Wi le only one report exanple is shown in this
section, all four report types will be described

Conmon El enent s

The following el enents are common to nost of the
reports produced:

SYSI D
The System Identifier to which this data
appl i es.




M gration

Vol une Serial Nunber

HSM Vol unme Type

Vol ume G oup
Identifies the type of summarization
requested. This represents summari zation
based on i ndividual volume, HSM vol une type
(O=primary or 1=migration) or volune group
(SMs storage group).

Dat e
The | eft-nmost colum of each report will [Iist
the date associated with the val ues shown on
that report line. The date is shown in the

format ' ddmmyy' .

Ef f ecti veness
The follow ng descriptions apply to the reports
produced to show HSM M grati on Effectiveness:

Cccupancy % Before Mgration
Represents the percentage of the volume or
vol une group that was allocated before HSM
dai ly space nanagenent began.

Cccupancy % After M gration
Represents the percentage of the volume or
vol une group that was allocated after HSM
dai ly space nanagenent conpl et ed.

Per cent age Freed
Represents the percentage of the volume or
group freed by HSM daily space managenent.

Excess Qccupancy Anal ysis

STG5130

The followi ng descriptions apply to the reports
produced to anal yze Excess Cccupancy:

Per cent age Excess Cccupancy
Represents the percentage of the volume or
group allocated by data sets that HSM di d not
m grate, but could have migrated if nore free
space were still required. Large values here
are good, as they represent excess space that
could be freed if needed.

Percentage Not Eligible
Represents the percentage of the volume or
group allocated by data sets that HSM cannot
mgrate, as they don't nmeet the migration
thresholds. Small values here are good, as
they represent only a small nunber of data
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Tot al

sets that HSM coul d not nove if necessary.

Per cent age Unal | ocat ed
Represents the percentage of the volume or
group currently available for new data set
al l ocations. Large values here are good, as
they represent unused capacity. The sum of
these three percentage col unms shoul d equal

100%
Total Capacity (MB)
The total storage capacity of this volunme or

vol une group, expressed in nmegabytes.

M gration Activity

The follow ng descriptions apply to the reports
produced to analyze Interval Mgration:

Total Interval Mgrations

Represents the nunber of tines HSM started
interval migrations for this volune or vol une
group. Interval nmigrations are started at a
user- specified interval if the free space on
a vol ume has dropped bel ow a user-specified
val ue.

Successful Interval Mgrations
Represents the number of tinmes that HSM
interval mgration was successful, neaning
that it was able to free enough space on the
volume or group to neet a user-specified
threshol d.

Percentage M grations Successful
The percentage of interval mgrations for
this volume or group that were successful.
This is calculated using the values in the
two previous col unmms.

Failed Interval Mgrations
Represents the number of tinmes that HSM
interval migration was started, but the
interval migration could not free enough
space to neet a user-specified val ue.
Excessi ve nunbers of interval mgrations
and/or failed mgrations indicate a potenti al
space shortage or a threshold value in that
may be incorrect.

Capacity Anal ysis

The follow ng descriptions apply to the reports
produced to anal yze Total Capacity:

Section: 4.3




Primary Vol ume Count
The nunber of primary volunmes found in the
input data for this particular system As
previously mentioned, this value may vary,
dependi ng on the | evel of HSMactivity for a
gi ven day.

Primary Capacity (MB)
Represents the total storage capacity of all
the primary volunmes included in this
analysis. This value is reported in
nmegabyt es.

Percent of Primary All ocated
Represents the percentage of total primry
capacity that was allocated by data sets
residing on those primary vol unes.

Level 1 Vol unme Count
The nunber of HSM Level 1 nmigration vol unes
found in the input data for this particular
system As previously nentioned, this val ue
may vary, depending on the |evel of HSM
activity for a given day.

Level 1 Capacity (MB)
Represents the total storage capacity of all
the HSM Level 1 migration volunes included in
this analysis. This value is reported in
nmegabyt es.

Percent of Level 1 Allocated
Represents the percentage of total Level 1
capacity that was allocated by data sets
resi ding on those Level 1 HSM vol unes.

TOTAL Vol une Count
The conbi ned nunber of primary vol umes and
HSM Level 1 migration volumes found in the
input data for this particular system As
previously mentioned, this value may vary,
dependi ng on the level of HSMactivity for a
gi ven day.

TOTAL Capacity (MB)
Represents the total storage capacity of all
the primary and HSM Level 1 migration vol unes
included in this analysis. This value is
reported in negabytes.

Percent of TOTAL Al |l ocated

Represents the percentage of total prinmary
and Level 1 capacity that was allocated by
data sets residing on those vol unes.

STG5130
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07DECO7
08DECO7
09DECO7
10DECO7
11DECO7
12DECO7
13DECO7
14DECO7
15DECO7
16DECO7
17DECO7
18DECO7
19DECO7
21DECO7
22DECO7
23DECO7
26DECO7
28DECO7
29DECO7
30DECO7

DAI LY HSM DASD USAGE (STGEJC)
CA M CS Storageinate
ABC CORPORATI ON
Excess Cccupancy Anal ysis

Per cent age

SYSI D=I M58 Vol une Seri al

Per cent age

Excess Not
Cccupancy Eligible
27.0 42.0
27.0 42.0
27.0 42.0
28.0 41.0
14.0 55.0
14.0 54.0
14.0 55.0
14.0 55.0
13.0 55.0
13.0 55.0
11.0 58.0
11.0 58.0
11.0 58.0
14.0 55.0
15.0 54.0
9.0 60.0
12.0 57.0
12.0 57.0
12.0 57.0
17.0 52.0

Figure 4-25. Daily HSM DASD Usage / Summary

Nunmber =TST068

Per cent age
Unal | ocat ed
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31.
31.
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DASD-t 0- Tape Candi dates ( STGERA)

Sour ce:

Functi on:

Feat ur es:

SVS
Users:

VCADAA file at the DETAIL tinmespan

Identifies data sets that are not stored on the
nost efficient storage nedi a based on their usage
patterns. For exanple, |large DASD data sets that
are used infrequently mght be nore cost effective
if stored on tape.

Additionally, this report allows the user to
speci fy size and usage criteria, plus the amount
of data to be noved. The output will indicate
those data sets that may be candi dates for
novenent to tape.

Users can limt the nunber of data sets appearing
on the report, either in terms of the negabytes
represented or the nunber of data sets.

Users can also create a file containing the nanes
of all candidate data sets selected. This file
can be nodified by the user to create JCL and
control statenents to nove the data sets.

As part of SMS inplenentation planning, nany users
are identifying data sets that should be noved to
a nore efficient |ocation, based on the size and
usage pattern of the data set. This report wll
hel p performthat analysis. The nane file that
can be produced could be used to build JCL to nove
the data set.

COLUMN DESCRI PTI ONS

Data Set Nane

Data sets appear on this report based on their
recommendati on val ues, with the best candi dates
for nedia novenment appearing first. The
recommendati on value is calcul ated as the size of
the data set, nmultiplied by the time since the
data set was | ast used. The best candi dates for
DASD-t o- Tape novenent are those data sets that are
large in size and referenced infrequently. The
nunber of data sets that will appear on the report
is controlled by values entered on the report

opti ons screen.

Data Set Size In Megabytes

Section: 4.3 4-093
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The anpbunt of space allocated by this data set,
expressed in nmillions of bytes (megabytes).
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SYSI D
The transl ated systemidentification that was
derived from ORGSYSID by the CA MCS SYSID
Transl ati on process.

Vol ume Serial Nunber
The vol une serial nunber of the storage nedi um

Devi ce Type
This value indicates the type of I/0O device.

Days Since Used
The nunber of days since the data set has been
used. This is calculated by subtracting the date
of last use fromthe date the data was coll ected.

Date Last Used
The date that the data set was | ast referenced.

Dat e Created
The date that the data set was first allocated to
a DASD vol une.

Dat e Expires
The date when a data set can be del eted or
overwitten by another data set.

Bl ock Size
The maxi num | engt h of a physical block witten
into this data set.

Record Length
The maxi mum | ength of each logical record in this
data set.




Data Set Nane

LNRO42. PRD18910. DAYS

CRLD. TST8910C. PSP. DCC. TEXT
CRLD. TST8910S. DETAI L

LNR102. ANO0082. SASDB
LNR117. M CSCAL. SASDB

LNR117. PAS9002. SASDB

LNRO42. PRD18904. DETAI L

BBB. NDVRC1. ECIDEVEL. PRCSLI ST
LNRO25. | SPTLI B

NGALERT. TESTDATA. NETMSTR. V21. QANTEK. DATA

LNR238. | SPHLI B1
LNR146. | AO0085. SASDB

LNR146. APPD. SASDB

LNRO42. AFT4500. MACAUTCOS
QCAM ABC9004U. XYZ. DATA
MASTER. DEV. VMXA. MONI TOR. DATA
CONTROL. NA. M CS. RVF. DATA
CRLD. PSP8904U. DAYS

CRLD. PSP8810C. JCL. TEXT
LNRO42. PSP8904C. MACAUTOS
LNRO79. WORK. TEMP

SYS2. NCP43. SNCPVACL

LNRO42. AFT4500. | SPPLI B
CONTACT. CS4. | SPTLI B. BKUP
LNR146. STATS2. SASDB

CRLD. PSP8904C. PSP. | SPTLI B
LNR164. RECORD. TRACE. K95148
LNRO68. CASE. CAPDB

PRQIECT. ARCDEVEL. STAGEL. DATA
PRQIECT. ARCDEVEL. STAGE2. DATA
LNR146. ABC. SASDB

LNR146. RECD. SASDB

LNR117. APPLD. M CFTABL
LNRO46. SAS606. VSDETAI L

CAG. TEST. DB5. SDDS. DATA

CAG. TEST. DB5. SDDS. DATA
LNR146. EXTRAD. SASDB

LNR146. STATS. SASDB

LNRO46. SAS606. V6DETAI L
LNR146. ACCTXXX. SASDB

DASD- TO- TAPE CANDI DATES ( STCERA)
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ABC CORPORATI ON

Data Set
Si ze In
Megabyt es

10

10

11.
11.
11.
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14.
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11.
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16.
10.
10.
10.
11.
11.
17.
13.
14.
14.
11.
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=

Fi gure 4-26.

SYSI D

SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7
SYS7

DASD- t o- Tape

Vol une
Seri al
Nunber

LNR908
LNR922
LNR80O7
LNR918
LNR905
LNR916
LNRO11
LNR902
LNROO5
LNR925
LNR908
LNR930
LNR928
LNR929
LNR923
LNR905
LNR804
LNR922
LNR915
LNR902
LNR9O16
LNR9O28
LNR806
LNR915
LNR906
LNR932
LNR928
LNR902
LNR910
LNRO10
LNR933
LNR925
LNR933
LNROO6
LNR904
LNR911
LNR922
LNR917
LNR806
LNR930

Devi ce
Type

3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380
3380

Candi dat es

Days
Si nce
Used

65
81
78
78
79
77
69
85
67
63
99
91
90
75
69
104
64
111
84
100
90
70
118
84
133
84
99
160
160
160
146
148
96
135
133
133
160
163
134
169

Dat e
Last
Used

18JUNO7
02JUNO7
05JUNO7
05JUNO7
04JUNO7
06JUNO7
14JUNO7
29VAYO7
16JUNO7
20JUNO7
15MAYO7
23MAYO7
24MAYO7
08JUNO7
14JUNO7
10MAYO7
19JUNO7
03MAYO7
30MAYO7
14MAYO7
24NVAYO7
13JUNO7
26APRO7
30MAYO7
11APRO7
30MAYO7
15MAYO7
15MARO7
15MARO7
15MARO7
29MARO7
27TMARO7
18MAYO07
09APRO7
11APRO7
11APRO7
15MARO7
12MARO7
10APRO7
06MARO7

Dat e
Created

25JAN90
15MAR90
18MAR90O
05JUN90O
04JUNOO
06JUNOO
14JUN89
16NOV88
19MAR90
20JUN9O
06MAR90
23MAY90
24NMAY90
08JAN9O
04APR90
10MAY90
19JUN9O
020CT89
12NOV89
19MVAY89
16MAY90
13MAR90
08JAN90O
27MAR90O
11APR90
06NOV89
29DEC89
15MAR90
09AUGB8
09AUGB8
29MAR90
27NMAR90
21NMVAR90
01MAR9O
07FEB90
07FEB90
15MAR90
12MAR90
02APR90
06MAR90

Dat e
Expires

31DEC99
31DECO9

31DEC99
31DEC99

Bl ock
Si ze

32760
6160
32760
32760
32760
32760
32760
6233
6160
23476
6160
32760
32760
6160
9040
23440
23440
32760
6160
6160
32760
3120
6160
6160
32760
6160
23408
32760
4096
4096
32760
32760
6160
32760
4096
4096
32760
32760
23040
32760
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DASD/ HSM Dat a Movenent / Pl ot ( STGECE)

Sour ce:

Functi on:

Feat ures:

SMS
| ssues:

VCADAA file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor the daily novenent of data between real
DASD and HSM migration volunes. Installations
usi ng HSM shoul d experience a daily migration of

| ess-active data to HSM 1l evel 1 and level 2
volunes. |f HSM and/or SMB paraneters are not set
correctly, or if certain groups or users abuse HSM
commands to cause data set nobvement, severe
capacity or performance problenms may result.

A sunmary report will analyze the first and | ast
dates found in the input data, and create a
summary of the changes between those two dates
This could be used, for exanple, to analyze data
froma Mnday and a Friday and summari ze changes
that occurred during the week. |If potential

probl ens are found, history reports can be used to
provide nore detailed i nformati on about certain
groups or users.

These reports may be useful when changes have been
made to HSM or SMS paraneters, to validate the
changes are having their intended effect on the
operation of HSM

Summari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SM5 storage cl ass,
its SM5 nmanagenent class, or by system (SYSID).
These various |levels of summarization nmake it easy
to isolate particular problenms or trends.

Data filtering allows you to include data from

sel ected summary groups. For exanple, you could
choose to report on specific departments groups or
i ndividuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabul ar
reports, printer plots, or color graphic plots.
Reporting can be based on the nunmber of data sets,
the anpbunt of allocated space, or both.

The ability to sunmarize by an SMs5 storage or
managenent cl ass nakes it easy to nmonitor the
activity within each of your defined classes. The

ability to filter and sumari ze by a specific
managenent class, for exanple, could be used to
verify that changes nmade to the HSM paraneters in
a managenent class were working as intended

ELEMENT DESCRI PTI ONS

SYSI D
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Omner

Specifies the departnent, group, or individual to

which this chart applies. This value is specified
as a report option, and represents one or nore of

the CA MCS accounting fields assigned to a group

of data sets.

Storage d ass
I f summari zation by storage class was requested,
this indicates the nanme of the SM5 storage cl ass
represented by this chart. Al of the data sets
assigned to the indicated storage class were
summari zed to produce this chart.

Managerment d ass
I f summarization by managenent cl ass was
requested, this indicates the nane of the SV5
managenent class represented by this chart. Al
of the data sets assigned to the indicated
managenent class were summari zed to produce this
chart.

Vertical Axis (Value)
The nuneric values distributed vertically down the
| eft side of each page represent the scale of the
numeric val ues being plotted on that page, and
represent either a count of data sets or the
amount of space allocated. Wen requesting col or
graphics plots, you have the option of specifying
the values that will appear on this axis. This
shoul d be done with care, as all plots and groups
will have to adapt to the values you specify. For
printer plots, or when values are not specified,
SAS wi Il generate the values autonatically, based
on the content of the plotted data. W suggest
that these SAS defaults be used whenever possible,
because they will avoid many potential problens.

Hori zontal Axis (Date)
Plots on the horizontal axis represent the date

STG5130
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(format ddnmmyy) corresponding to the val ue being
plotted. The nunber of entries appearing on the
hori zontal axis is determi ned by the nunber of
cycles of CA MCS data specified as input to the
report.

Foot not es
Three footnotes will appear at the bottom of each
chart to indicate the values being plotted. The
format of each will vary dependi ng on whet her you
requested reporting by space or data sets. The
first three |listed bel ow appear for space
reporting, the last three for data set reporting.

Megabytes on Primary Storage
I ndi cat es the anount of space, expressed in
negabytes, allocated on primary DASD vol unes
by the data sets in this summary group.

Megabytes on HSM Level 1 Storage
I ndi cates the anpbunt of space, expressed in
negabytes, allocated on DFHSM migration |evel
1 volunes by the data sets in this summary
group.

Megabyt es on HSM Level 2 Storage
I ndi cat es the anount of space, expressed in
negabytes, allocated on DFHSM mi gration |evel
2 volunes by the data sets in this summary

group.

Data Sets on Primary Storage
I ndi cates the nunber of data sets allocated on
primary DASD vol umes by the users in this
sunmary group.

Data Sets on HSM Level 1 Storage
I ndi cates the nunber of data sets allocated on
DFHSM migration |l evel 1 volunes by the users
in this sunmary group.

Data Sets on HSM Level 2 Storage
I ndi cates the nunber of data sets allocated on
DFHSM migration | evel 2 volunes by the users
in this summary group.

STG5130 CA M CS Storageiate
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DASD/ HSM Dat a Movenent / Summary ( STGECE)

Sour ce:

Functi on:

Feat ures:

SMS
| ssues:

STG5130

VCADAA file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor the daily novenent of data between real
DASD and HSM migration volunes. Installations
usi ng HSM shoul d experience a daily migration of

| ess-active data to HSM 1l evel 1 and level 2
volunes. |f HSM and/or SMB paraneters are not set
correctly, or if certain groups or users abuse HSM
commands to cause data set nobvement, severe
capacity or performance problenms may result.

A sunmary report will analyze the first and | ast
dates found in the input data, and create a
summary of the changes between those two dates
This could be used, for exanple, to analyze data
froma Mnday and a Friday and summari ze changes
that occurred during the week. |If potential

probl ens are found, history reports can be used to
provide nore detailed i nformati on about certain
groups or users.

These reports may be useful when changes have been
made to HSM or SMS paraneters, to validate the
changes are having their intended effect on the
operation of HSM

Summari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SM5 storage cl ass,
its SM5 nmanagenent class, or by system (SYSID).
These various |levels of summarization nmake it easy
to isolate particular problenms or trends.

Data filtering allows you to include data from

sel ected summary groups. For exanple, you could
choose to report on specific departments groups or
i ndividuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabular
reports, printer plots, and col or graphic plots.
Reporting can be based on the nunmber of data sets,
the anpbunt of allocated space, or both.

The ability to sunmarize by an SMs5 storage or
managenent cl ass nakes it easy to nmonitor the

activity within each of your defined classes. The

CA M CS Storageiate

ability to filter and sumari ze by a specific
managenent class, for exanple, could be used to
verify that changes nmade to the HSM paraneters in
a managenent class were working as intended

COLUMN DESCRI PTI ONS

| f

Tot a

SYSI D

Onner

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Specifies the departnent, group, or individual to
which this report applies. This value is
specified as a report option, and represents one
or more of the CA MCS accounting fields assigned
to a group of data sets.

Storage d ass

Managemnent

reporting by data set was requested,
colums will

Per cent

I f summari zation by storage class was requested,
this indicates the name of the SM5 storage cl ass
represented by this report. Al of the data sets
assigned to the indicated storage class were
sunmari zed to produce this report.

Cl ass

I f summarization by managenent cl ass was
requested, this indicates the nane of the SV5
managenent class represented by this report. Al
of the data sets assigned to the indicated
managenent class were summari zed to produce this
report.

the following report
be present:

Dat a Sets CHANGE

The difference in the total nunber of data sets
al l ocated by this sunmary group between the two
dates indicated. This value includes data sets
found on primary storage and DFHSM mi gration
storage. The difference is calculated using the
values for the first and last dates found within
the input data

Data Sets CHANGE

The percentage change in the total nunber of data
sets allocated by this sumary group between the
two dates indicated. This value includes data
sets found on primary storage, and DFHSM mi gration
storage. The difference is calculated using the
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values for the first and |last dates found within
t he i nput data.

Primary Data Sets (date)
Thi s col um appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the colum represents
the total nunber of data sets allocated on prinary
storage for this sunmary group on the date
i ndi cat ed.

Primary Data Sets - CHANGE-
Represents the difference in the nunber of data
sets reported in the previous two colums. This
represents the difference in the nunber of data
sets allocated on primary storage between the two
dates shown in previous col umms.

HSM Levl Data Sets (date)
Thi s col um appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the colum represents
the total nunmber of data sets allocated on HSM
mgration level 1 storage for this sumary group
on the date indicated

HSM Levl Data Sets - CHANGE-
Represents the difference in the nunber of data
sets reported in the previous two colums. This
represents the difference in the nunber of data
sets allocated on HSM migration | evel 1 storage
bet ween the two dates shown in previous col ums.

HSM Lev2 Data Sets (date)
Thi s colum appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the columm represents
the total nunber of data sets allocated on HSM
mgration level 2 storage for this summary group
on the date indicated

HSM Lev2 Data Sets - CHANGE-
Represents the difference in the nunber of data
sets reported in the previous two colums. This
represents the difference in the nunber of data
sets allocated on DFHSM nmigration | evel 2 storage
bet ween the two dates shown in previous col ums.

If reporting by space allocated was requested, the foll ow ng
report colums will be present:

Total Megabytes CHANGE

STG5130
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The difference in the total anount of space, in
negabytes, allocated by this summary group between
the two dates indicated. This value includes
space al |l ocated on prinmary storage, and DFHSM

m gration storage. The difference is calcul ated
using the values for the first and | ast dates
found within the input data.

Per cent Megabyt es CHANGE
The percentage change in the total anmount of space
al located by this summary group between the two
dates indicated. This value includes space
al l ocated on prinmary storage and DFHSM mi gration
storage. The difference is calculated using the
val ues for the first and | ast dates found within
t he i nput dat a.

Primary Megabytes (date)
This colum appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the colum represents
the total amount of space, in negabytes, allocated
on primary storage for this summary group on the
date indicated

Primary Megabytes - CHANGE-
Represents the difference in the amount of space
reported in the previous two colums. This
represents the difference, in nmegabytes, in the
amount of space allocated on primary storage
bet ween the two dates shown in previous col umms.

HSM Levl Megabytes (date)
This colum appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the colum represents
the anpbunt of space, in negabytes, allocated on
DFHSM nigration | evel 1 storage for this sumary
group on the date indicated

HSM Levl Megabytes - CHANGE-
Represents the difference, in nmegabytes, between
the amount of allocated space reported in the
previous two colums. This represents the
difference in the space allocated on HSM mi grati on
| evel 1 storage between the two dates shown in
previ ous col ums.

HSM Lev2 Megabytes (date)
Thi s colum appears tw ce--once for the first date
found in the input data, and once for the |ast
date found. The value in the columm represents
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the anpbunt of space, in negabytes, allocated on
DFHSM nigration | evel 2 storage for this sumary
group on the date indicated

HSM Lev2 Megabytes - CHANGE-

Represents the difference, in nmegabytes, between
the amount of allocated space reported in the
previous two colums. This represents the
difference in the space allocated on HSM mi gration
| evel 2 storage between the two dates shown in
previ ous col ums.
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TECHSUPT
SALES
FI NANCE

FI NANCE
TECHSUPT
SALES

Tot al
Data sets
CHANGE

Tot al
Megabyt es
CHANGE

107

DASD/ HSM DATA MOVEMENT ( STGECE)
CA M CS Storageiate - SUWARY
ABC CORPORATI ON

---------------------------------------------------------- SY Sl DESY SA - - - m oo
Percent | Primary Primary Primary | HSMLevl HSMLevl HSMLevl | HSM Lev2 HSM Lev2 HSM Lev2
Data sets | Data sets Data sets Data sets | Data sets Data sets Data sets | Data sets Data sets Data sets
CHANGE | 28MAR91  01APR91 - CHANGE- | 28MARO7  01APRO7 - CHANGE- | 28MARO7  01APRO7 - CHANGE-
0.6 | 723 724 1| 1 4 3| 372 375 3
-0.1 | 16427 16380 -47 | 193 332 139 | 14029 13921 -108
-0.4 | 7315 7217 -98 | 72 137 65 | 4198 4189 -9
24465 24321 -144 266 473 207 18599 18485 -114
DASD/ HSM DATA MOVEMENT ( STGECE)
CA M CS Storageiate - SUMVARY
ABC CORPORATI ON

---------------------------------------------------------- SY Sl DESY S A - - - - m o mmm oo
Percent | Primry Primry Primary | HSM Levl HSM Levl HSM Levl | HSM Lev2 HSM Lev2 HSM Lev2
Megabytes | Megabytes Megabytes Megabytes | Megabytes Megabytes Megabytes | Megabytes Megabytes Megabytes
CHANGE | 28MAR91  01APR91 - CHANGE- | 28MARO7  01APRO7 - CHANGE- | 28MARO7  01APRO7 - CHANGE-
0.2 | 50231 49984 -247 | 136 169 33 | 6010 6330 320
-1.1 | 2586 2536 -50 | 0 2 2 | 504 518 14
-0.3 | 45329 45120 -209 | 1601 1414 -188 | 11598 11807 209
98146 97641 -505 1737 1584 -153 18112 18655 543

Fi gure 4-28. DASD/ HSM Dat a Movenent / Summary
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DASD/ HSM Dat a Movenent / History (STGECE)

Sour ce:

Functi on:

Feat ures:

SMS
| ssues:

STG5130

VCADAA file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor the daily novenent of data between real
DASD and HSM migration volunes. Installations
usi ng HSM shoul d experience a daily migration of

| ess-active data to HSM 1l evel 1 and level 2
volunes. |f HSM and/or SMB paraneters are not set
correctly, or if certain groups or users abuse HSM
commands to cause data set nobvement, severe
capacity or performance problenms may result.

A sunmary report will analyze the first and | ast
dates found in the input data, and create a
summary of the changes between those two dates
This could be used, for exanple, to analyze data
froma Mnday and a Friday and summari ze changes
that occurred during the week. |If potential

probl ens are found, history reports may be used to
provide nore detailed i nformati on about certain
groups or users.

These reports may be useful when changes have been
made to HSM or SMS paraneters, to validate the
changes are having their intended effect on the
operation of HSM

Summari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SM5 storage cl ass,
its SM5 nmanagenent class, or by system (SYSID).
These various |levels of summarization nmake it easy
to isolate particular problenms or trends.

Data filtering allows you to include data from

sel ected summary groups. For exanple, you could
choose to report on specific departments groups or
i ndividuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabul ar
reports, printer plots, or color graphic plots.
Reporting can be based on the nunmber of data sets,
the anpbunt of allocated space, or both.

The ability to sunmarize by an SMs5 storage or
managenent cl ass nakes it easy to nmonitor the
activity within each of your defined classes. The

CA M CS Storageiate

ability to filter and sumari ze by a specific
managenent class, for exanple, could be used to
verify that changes nmade to the HSM paraneters in
a managenent class were working as intended

COLUMN DESCRI PTI ONS

SYSI D

Onner

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Specifies the departnent, group, or individual to
which this report applies. This value is
specified as a report option, and represents one
or more of the CA MCS accounting fields assigned
to a group of data sets.

Storage d ass

Managemnent

Dat e

*TOTAL*

I f summari zation by storage class was requested,
this indicates the name of the SM5 storage cl ass
represented by this report. Al of the data sets
assigned to the indicated storage class were
sunmari zed to produce this report.

Cl ass

I f summarization by managenent cl ass was
requested, this indicates the nane of the SV5
managenent class represented by this report. Al
of the data sets assigned to the indicated
managenent class were summari zed to produce this
report.

I ndi cates the date for which the statistics on
this line apply. The date is expressed in the

format ddnmmyy.

Data Sets
The total nunber of data sets allocated by the
users of this summary group on the indicated date.
This total includes data sets on prinmary storage
and DFHSM mi grati on storage

*TOTAL* Megabyt es

The total anmount of space allocated, in negabytes,
by the users of this sumary group on the

i ndicated date. This total includes space

all ocated on primary storage and DFHSM ni grati on
st or age.
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Primary (Level 0) Data Sets
The total nunber of data sets allocated on prinmary
storage by the users of this summary group on the
i ndi cated date.

HSM M_L1 (Level 1) Data Sets
The total nunmber of data sets allocated on DFHSM
nmgration level 1 storage by the users of this
sunmary group on the indicated date.

HSM M.2 (Level 2) Data Sets The total number of data sets
al | ocated on DFHSM migration | evel 2 storage by
the users of this sumrary group on the indicated
dat e.

Primary (Level 0) Megabytes
The total ampunt of space allocated, in negabytes,
on primary storage by the users of this sunmary
group on the indicated date.

HSM ML1 (Level 1) Megabytes
The total anmount of space allocated, in negabytes,
on DFHSM migration |l evel 1 storage by the users of
this summary group on the indicated date.

HSM M_L2 (Level 2) Megabytes
The total amount of space allocated, in negabytes,
on HSM mi gration level 2 storage by the users of
this sumary group on the indicated date.
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28MAR91
01APR91
02APR91
03APRO1

*TOTAL*
Data Sets

11585
11543
11439
11481

*TOTAL*
Megabyt es

56376
56483
53485
53553

DASD/ HSM DATA MOVEMENT ( STGECE)
CA M CS Storageiate - H STORY

Primary
(Level 0)
Data Sets

7315
7217
7114
7118

28NMAR91
01APRO1
02APRO1
03APRO1

*TOTAL*
Data Sets

30649
30633
30551
30916

*TOTAL*
Megabyt es

58529
58342
58030
58045

Primary
(Level 0)
Data Sets

16427
16380
16415
16884

Fi gure 4-29.

SYSI D=SYSA Owner =FI NANCE

SYSI D=SYSA Owner =SALES

ABC CORPORATI ON

HSM M.1 HSM M.2
(Level 1) (Level 2)
Data Sets Data Sets

72 4198
137 4189
122 4203
123 4240

HSM M.1 HSM M.2
(Level 1) (Level 2)
Data Sets Data Sets

193 14029
332 13921
231 13905
207 13825

DASD/ HSM Dat a Movenment / History

Primary
(Level 0)
Megabyt es

50231
49984
46450
46498

Primary
(Level 0)
Megabyt es

45329
45120
45243
45410

HSM M.1
(Level 1)
Megabyt es

136
169
157
160

HSM M_1
(Level 1)
Megabyt es

1601
1414
1001

923

HSM M.2
(Level 2)
Megabyt es

6010
6330
6878
6895

HSM M_2
(Level 2)
Megabyt es

11598
11807
11786
11712

CA M CS Storageiate
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Sour ce:

Functi on:

Feat ur es:

STG5130

Chart ( STGERF)

VCADAA file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan
HSBBAC file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor the allocation of space across both the
real DASD and HSM platforns. |n a typical HSM
envi ronnment, as data becones |ess frequently used
it should mgrate off of primary, or Level O,
storage and onto HSM migration | evel 1 storage.

If the data continues to remain inactive, it

shoul d eventually migrate onto HSM | evel 2
storage. The HSM backup facility night also be
enpl oyed to nmake regul ar increnental backups of
data sets. The reports produced by this facility
will give the storage adm nistrator a concise
summary of how the data sets in a particular group
are allocated across these various storage |evels.

These reports may be useful when investigating
short-term capacity or performance problens. They
can al so detect problems caused by an HSM or SMS
paranmet er not being set correctly, as well as
probl ens caused by users not foll ow ng
installation standards.

Sunmmari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SMS storage cl ass,
its SM5 nmanagenent class, or its system (SYSID).
These various |evels of summarization nmake it easy
to isolate particular problens or trends. For
exanmple, if you sunmarize by SYSID on a regul ar
basis, you will get a general feeling of the

heal th of your storage system \WWen you di scover
an anomaly in one of these sumaries, additional
reports at different sumarization |evels can
isolate the problemto a particul ar group, or
a particular SMS cl ass.

even

Data filtering allows you to include data from
sel ected summary groups. For exanple, you could
choose to report on specific departnments groups or
i ndividuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabular
reports, printer charts, or color graphic charts.
Sunmari zati on by both SM5 storage class and
managenent cl ass may be done in the sanme report

CA M CS Storageiate

S\VS
| ssues:

execution.

The ability to summarize by an SMS storage or
managenent class nakes it easy to nonitor the
activity within each of your defined classes. The
ability to filter and sumari ze by a specific
managenent class, for exanple, can verify that
changes made to the HSM paranmeters in a managenent
class are working as intended.

ELEMENT DESCRI PTI ONS

SYSI D

Omer

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Specifies the departnent, group, or individual to
which this report applies. This value is
specified as a report option, and represents one
or more of the CA MCS accounting fields assigned
to a group of data sets.

St orage C ass

I f sub-grouping by storage class was requested,
this indicates the name of the SMS storage cl ass
represented by this chart. Al of the data sets
used to create this particular chart were assigned
to the indicated storage class.

Managerment d ass

I f sub-grouping by managenent class was requested,
this indicates the name of the SM5 nmanagenent
class represented by this chart. Al of the data
sets used to create this particular chart were
assigned to the indicated nanagenent cl ass.

PRI MARY ( LO)

A pie slice with this | abel represents the anpunt
of space allocated by data sets in this sunmary
group on prinmary (level 0) storage. Numeric

val ues may be present indicating the total anount
of space allocated, expressed in negabytes
(mllions of bytes), and al so the percentage of
all space for this user represented by this pie
slice.

M GRATE LEVEL 1

A pie slice with this |abel represents the anpunt
of space allocated by data sets in this sunmary
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group on HSM nmigration level 1 storage. Nunmeric
val ues may be present indicating the total anount
of space allocated, expressed in nmegabytes
(mllions of bytes), and al so the percentage of
all space for this user represented by this pie
slice.

M GRATE LEVEL 2

BACKUP

A pie slice with this |abel represents the anount
of space allocated by data sets in this summry
group on HSM nmigration |level 2 storage. Nuneric
val ues may be present indicating the total anount
of space allocated, expressed in negabytes
(mllions of bytes), and also the percentage of
all space for this user represented by this pie
slice.

A pie slice with this |abel represents the anount
of space allocated by data sets in this sunmary
group on HSM backup storage. Nuneric val ues nay
be present indicating the total anmpunt of space
al | ocat ed, expressed in negabytes (nmillions of
bytes), and al so the percentage of all space for
this user represented by this pie slice

STG5130
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DASD/ HSM USAGE SNAPSHOT ( STCGERF)
CA M CS Storageiate
ABC CORPORATI ON

SYSI D=SYSA Onner =SALES Management Cl ass=LARGE

M GRATE LEVEL 2

REE R S o R R R R R S T
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* k * * Kk K
* ok * k%
* % ' * %
* % ' * %
* .. *
* . 6134. 76 *
*x . 28. 23% *x
* % * %
* % ' * %
* ' *
* % o * %
* ' *
* ' ' ' *

* * M GRATE LEVEL
* *
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*
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*
*
* %
*
* *
* X
* X

*x 14239. 7 *x
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TOTAL MEGABYTES ALLOCATED BY LOCATI ON
Fi gure 4-30. DASD/ HSM Usage Snapshot / Chart
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DASD/ HSM Usage Snapshot / Summary ( STGERF)

Sour ce:

Functi on:

Feat ur es:

VCADAA file at the DAYS tinespan
VCA VS file at the DAYS tinespan
HSMM G file at the DAYS tinmespan
HSBBAC file at the DAYS tinmespan

This facility allows the storage administrator to
nonitor the allocation of space across both the
real DASD and HSM platforns. |n a typical HSM
envi ronnment, as data becones |ess frequently used
it should mgrate off of primary, or Level O,
storage and onto HSM migration | evel 1 storage.

If the data continues to remain inactive, it

shoul d eventually migrate onto HSM | evel 2
storage. The HSM backup facility night also be
enpl oyed to nmake regul ar increnental backups of
data sets. The reports produced by this facility
will give the storage adm nistrator a concise
summary of how the data sets in a particular group
are allocated across these various storage |evels.

These reports may be useful when investigating
short-term capacity or performance problens. They
can al so detect problems caused by an HSM or SMS
paranmet er not being set correctly, as well as
probl ens caused by users not foll ow ng
installation standards.

Sunmmari zation options allow you to analyze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SMS storage cl ass,
its SM5 nmanagenent class, or its system (SYSID).
These various |evels of summarization nmake it easy
to isolate particular problens or trends. For
exanmple, if you sunmarize by SYSID on a regul ar
basis, you will get a general feeling of the

heal th of your storage system \WWen you di scover
an anomaly in one of these sumaries, additional
reports at different sumarization |evels can
isolate the problemto a particular group, or even
a particular SMS cl ass.

Data filtering allows you to include data from
sel ected summary groups. For exanple, you could
choose to report on specific departnments groups or
i ndividuals, or on a specific SM5 cl ass.

Qutput reports fromthis facility include tabular
reports, printer charts, or color graphic charts.
Sunmari zati on by both SM5 storage class and
managenent cl ass may be done in the sanme report

execution.

SMB

| ssues: The ability to summarize by an SMS storage or
managenent class nakes it easy to nonitor the
activity within each of your defined classes. The
ability to filter and summari ze by a specific
managenent class, for exanple, could be used to
verify that changes nmade to the HSM paraneters in
a managenent class were working as intended.

COLUMN DESCRI PTI ONS

SYSI D
Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

Omner

Specifies the departnent, group, or individual to
which this report applies. This value is
specified as a report option, and represents one
or more of the CA MCS accounting fields assigned
to a group of data sets.

DFSM5 Storage C ass
I f sub-grouping by storage class was requested,
this indicates the name of the SMS storage cl ass
represented by this summary |ine.

DFSM5 Managenent C ass
| f sub-groupi ng by managenent class was requested,
this indicates the nane of the SM5 nmanagenent
class represented by this summary |ine.

*TOTAL* Data Sets
Represents the total nunber of data sets in this
summary group all ocated across all storage
platforns. This includes online DASD (primary or
level 0), HSMnmigration levels 1 and 2, and HSM
backup. Note the data set count for HSM backup
data sets does not include nultiple backup copies
of the sane data set.

*TOTAL* Megabytes

Represents the total ampunt of space allocated, in
negabytes, by all the data sets in this summry
group allocated across all storage platforns.

Thi s includes online DASD (prinmary or |evel 0),
HSM i gration levels 1 and 2, and HSM backup.

Not e the space allocated for HSM backup data sets
i ncl udes space allocated by nultiple backup copies

STG5130
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of the sane data set.

Data Sets on Levl 0O Storage
Represents the total nunber of data sets in this
summary group that reside on primary (or |evel 0)
vol unes.

Megabytes on Levl O Storage
Represents the total anmpunt of space allocated, in
negabytes, by all the data sets in this summry
group that reside on primary (or level 0) volunes.

Data Sets on Levl 1 Storage
Represents the total number of data sets in this
sunmmary group that reside on HSM migration level 1
st orage.

Megabytes on Levl 1 Storage
Represents the total anpunt of space allocated, in
negabytes, by all the data sets in this sunmary
group that reside on HSM migration level 1
st orage.

Data Sets on Levl 2 Storage
Represents the total nunber of data sets in this
sunmary group that reside on HSM nmigration |evel 2
st or age.

Megabytes on Levl 2 Storage
Represents the total ampunt of space allocated, in
negabytes, by all the data sets in this sunmary
group that reside on HSM migration | evel 2
st orage.

Data Sets on Backup Storage
Represents the total nunber of data sets in this
summary group that reside on HSM backup storage.
If a data set has nultiple backup copies, it is
still only counted once in this total.

Megabyt es on Backup Storage
Represents the total ampunt of space allocated, in
negabytes, by all the data sets in this sunmary
group that reside on HSM backup storage. This
amount i ncl udes space occupied by nultiple copies
of the same data set.

STG6130 CA M CS StorageMate Section: 4.3 4-109




DASD/ HSM USAGE SNAPSHOT ( STCGERF)
CA M CS Storageiate
ABC CORPORATI ON

SYSI D=SYSA Owner =FI NANCE

DFSVB * TOTAL* *TOTAL* Data Sets Megabytes | Data Sets Megabytes Data Sets Megabytes Data Sets Megabytes
St or age Data Sets Megabytes on Levl 0 on Levl O | on Levl 1 on Levl 1 on Levl 2 on Levl 2 on Backup on Backup
C ass St or age St orage | St or age St or age St or age St or age St or age St or age
STANDARD | 671 1644. 8 298 1177.9 | 1 0.0 368 466. 8 4 0.1
( NONE) 428 1445. 3 425 1408.0 | 0 0.0 3 37.3 0 0.0
CRITI CAL | 1 0.0 0 0.0 | 0 0.0 1 0.0 0 0.0
ONNER 1100 3090. 1 723 2585.9 1 0.0 372 504. 1 4 0.1
---------------------------------------------------- SYSI D=SYSA Oaner =MARKETT NG - - - - - - - - oo oo oo e e
DFSVB * TOTAL* * TOTAL* Data Sets Megabytes | Data Sets Megabytes Data Sets Megabytes Data Sets Megabytes
St or age Data Sets Megabytes on Levl 0 on Levl O | on Levl 1 on Levl 1 on Levl 2 on Levl 2 on Backup on Backup
C ass St or age St orage | St or age St or age St or age St or age St or age St or age
STANDARD | 7664 30732. 3 3766 25368. 8 | 69 135.6 3807 5222.7 22 5.1
( NONE) 3155 23066. 4 2973 22530. 2 | 3 0.0 179 536.2 0 0.0
CRITI CAL | 789 2583. 3 576 2331.5 | 0 0.0 212 251.2 1 0.6
ONNER 11608 56382.0 7315 50230. 6 72 135. 6 4198 6010. 1 23 5.7
------------------------------------------------------ SYSI D=SYSA OWNer =SALES - - - - - - m e i oo e
DFSVB * TOTAL* *TOTAL* Data Sets Megabytes Data Sets Megabytes Data Sets Megabytes Data Sets Megabytes
St or age Data Sets Megabytes on Levl 0 on Levl 0 on Levl 1 on Levl 1 on Levl 2 on Levl 2 on Backup on Backup
C ass St or age St or age St or age St or age St or age St or age St or age St or age
STANDARD 23548 44601. 4 10037 32102.8 193 1601. 2 13174 10859.0 144 38.4
( NONE) 7029 12084.5 6248 11420.7 0 0.0 781 663. 8 0 0.0
CRI TI CAL 212 1875. 8 139 1803. 4 0 0.0 72 72. 4 1 0.0
FASTTEST 3 5.2 2 2.3 0 0.0 1 2.8 0 0.0
NOTCACHE 2 0.1 1 0.1 0 0.0 1 0.0 0 0.0
ONNER 30794 58567. 0 16427 45329. 3 193 1601. 2 14029 11598. 1 145 38.4
SYSI D 43502 118039.0 24465 98145.7 266 1736.9 18599 18112. 3 172 44.1
Figure 4-31. DASD/ HSM Usage Snapshot / Summary
STG6130 CA M CS StorageMate Section: 4.3 4-110




Dat a Set

Sour ce:

Functi on:

Feat ures:

SMVS
| ssues:

Names ( STGEFA)

VCADAA file at the DETAIL tinmespan
VCA VS file at the DETAIL tinmespan
HSMM G file at the DETAIL tinespan
HSBBAC file at the DETAIL tinespan

Tape library informati on (external)

I dentifies comon patterns that occur wthin your
data set nanes by reporting the nost frequently
occurring val ues.

This information is useful when setting data set
name standards, when cal cul ati ng space usage by
user, when planning to nove data to another

| ocation, or when preparing to install software
products that base decisions on the data set nane,
(such as security or space nanagenent products).

Users in the process of establishing new data set
nam ng standards can identify patterns already in
use, and nmonitor the inplenmentation of the new

st andar ds.

Users can nore accurately report space usage by

i ndi vidual s and departnments. Users installing

aut omat ed products that are driven by data set can
identify identify nanme patterns that allow themto
start using those products sooner.

VSAM files can be included in the analysis.
Mul ti pl e nodes can be conbined in one execution of
the report.

Report options allow analysis of up to nine nodes
(1st, 2nd,...9th), a range of nodes, or the |ast
node of the data set nane.

Approxi mate vol ume counts are cal culated that will
assi st you when planning to nove groups of data
sets to different types of devices

The identification of cormon data set nane
patterns can help you classify data sets into

di fferent |ogical groups based on the needs of the
data. Most ACS routines will also rely heavily on
data set nane patterns when determining the proper
cl ass name or group name to assign

COLUMN DESCRI PTI ONS

Data Set Pattern
The data set node(s) represented by this
sunmmari zation. The contents of this columm are
determi ned by the val ues coded on the report
option screen for this report, and by the val ues
found in your data set names. The report option
screen can be used to indicate which data set nane
node(s) are to be analyzed. A value of '** OTHERS
**' as the last entry in this columm represents
data sets whose node(s) were not conmon enough to
fall into any of the previous groups. The
percentage of data sets that will be assigned to
this group is determined by val ues coded on the
report option screen. The occurrence of |eading,
trailing, or duplicate periods in this value
i ndi cates that the node(s) you specified were not
present for the data set names represented by this
group. For exanple, trying to analyze nodes 2-3
of data set name SYS1. PROCLIB would result in a
val ue of "PROCLIB.', while trying to use nodes 3-5
would result in a value of "..".

Percent of all Data Sets
The percentage of all the data set names included
for this analysis that had the data set name
structure identified in the Data Set Pattern
col um.

Nunmber of Data Sets
The nunber of data set names included for this
anal ysis that had the data set name structure
identified in the Data Set Pattern col um.

Percent of all Space
The percentage of all the allocated space included
for this analysis that had the data set nane
structure identified in the Data Set Pattern
col um.

Total Space (MB)
The total space allocated by all the data sets in
this group, shown in mllions of bytes
(megabytes).

Nunmber 3380- Ds Needed

The approxi mate nunber of 3380 Model D DASD

devi ces that woul d be needed to contain all of the
data sets represented by this group. This value
assunes that no unallocated space woul d be kept in
reserve on any of the volunes, and that the data
sets to be noved would fit exactly on the target
volunes with no wasted space. For practica
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Nunber

Nunber

Nunber

Nunber

pur poses, expand this nunber slightly if you are
using it for actual space planning.

3380- Es Needed

The approxi mate nunmber of 3380 Model E DASD

devi ces that would be needed to contain all of the
data sets represented by this group. This value
assunes that no unall ocated space would be kept in
reserve on any of the volunes, and that the data
sets to be noved would fit exactly on the target
vol unes with no wasted space. For practical

pur poses, expand this nunber slightly if you are
using it for actual space planning.

3380- Ks Needed

The approxi mate nunmber of 3380 Model K DASD

devi ces that would be needed to contain all of the
data sets represented by this group. This value
assunes that no unallocated space woul d be kept in
reserve on any of the volunes, and that the data
sets to be noved would fit exactly on the target
vol unes with no wasted space. For practical

pur poses, expand this nunber slightly if you are
using it for actual space planning.

3390- 1s Needed

The approxi mate nunmber of 3390 Model 1 DASD

devi ces that would be needed to contain all of the
data sets represented by this group. This value
assunes that no unal |l ocated space woul d be kept in
reserve on any of the volunes, and that the data
sets to be noved would fit exactly on the target
volunes with no wasted space. For practical

pur poses, expand this nunmber slightly if you are
using it for actual space planning.

3390- 2s Needed

The approxi mate nunber of 3390 Mbdel 2 DASD

devi ces that would be needed to contain all of the
data sets represented by this group. This value
assunes that no unal |l ocated space woul d be kept in
reserve on any of the volunes, and that the data
sets to be noved would fit exactly on the target
volunes with no wasted space. For practica

pur poses, expand this nunber slightly if you are
using it for actual space planning.
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DATA SET NAMES ( STGEFA)
CA M CS Storageinate
ABC CORPORATI ON

System ldentifier=SYSA --------mmmmm o

Data Set Pattern Per cent Number  Percent Tot al Nunber Nunber Nunber Nunber Nunber
of all of Data of all Space 3380-Ds 3380-Es 3380-Ks 3390-1s 3390-2s
Data Sets Sets Space (MB) Needed Needed Needed Needed Needed
MDEV 3.2 1176 4.1 5084 8.1 4.0 2.7 5.4 2.7
SYS1 1.8 657 3.0 3687 5.8 2.9 1.9 3.9 1.9
OSTSYS 1.4 501 1.8 2296 3.6 1.8 1.2 2.4 1.2
CUSTSAT 1.2 432 1.4 1752 2.8 1.4 0.9 1.9 0.9
MGT1RC 1.1 424 0.5 671 1.1 0.5 0.4 0.7 0.4
CsovGT 1.1 420 0.7 832 1.3 0.7 0.4 0.9 0.4
SYS3 1.1 408 1.4 1709 2.7 1.4 0.9 1.8 0.9
OPTSYS 1.1 398 0.9 1093 1.7 0.9 0.6 1.2 0.6
DEV116 0.8 291 0.4 451 0.7 0.4 0.2 0.5 0.2
DEV046 0.8 281 0.1 179 0.3 0.1 0.1 0.2 0.1
DEV052 0.7 261 1.2 1531 2.4 1.2 0.8 1.6 0.8
DEV042 0.5 189 0.7 858 1.4 0.7 0.5 0.9 0.5
** OTHERS ** 28.7 10643 17.0 21139 33.5 16. 8 11.2 22.3 11.2
SYSI D 16081 41282 65.5 32.8 21.8 43. 6 21.8
------------------------------------------------------ System ldentifier=SYSB ---------mmm oo
Data Set Pattern Per cent Nunber Percent Tot al Nunber Nunber Nunber Nunber Nunber
of all of Data of all Space 3380-Ds 3380-Es 3380-Ks 3390-1s 3390-2s
Data Sets Sets Space (MB) Needed Needed Needed Needed Needed
TESTCAT 3.6 1350 6.9 8576 13.6 6.8 4.5 9.1 4.5
SYS1 3.0 1107 9.8 12155 19.3 9.6 6.4 12.8 6.4
FDRBACK 1.4 537 0.7 851 1.4 0.7 0.5 0.9 0.4
BMPTEST 1.4 533 1.5 1857 2.9 1.5 1.0 2.0 1.0
SYS5 1.1 424 1.4 1783 2.8 1.4 0.9 1.9 0.9
PRODUCT 1.1 421 4.4 5447 8.6 4.3 2.9 5.8 2.9
MSGUI DE 0.8 303 0.8 1045 1.7 0.8 0.6 1.1 0.6
ATMON 0.8 283 0.7 887 1.4 0.7 0.5 0.9 0.5
TSTMON 0.7 265 0.8 970 1.5 0.8 0.5 1.0 0.5
PERFGP 0.6 238 1.0 1206 1.9 1.0 0.6 1.3 0.6
DEVSYS 0.6 232 0.7 837 1.3 0.7 0.4 0.9 0.4
NETWRK 0.6 225 2.6 3189 5.1 2.5 1.7 3.4 1.7
M MIEST 0.6 219 1.1 1395 2.2 1.1 0.7 1.5 0.7
DvXCML1 0.6 210 1.0 1251 2.0 1.0 0.7 1.3 0.7
CSTESTL 0.6 205 1.4 1705 2.7 1.4 0.9 1.8 0.9
** OTHERS ** 38.9 14437 32.2 40050 63.5 31.8 21.2 42. 3 21.2
SYSI D 20989 83204 132.0 66. 0 44.0 88.0 44.0
37070 124487 197.5 98. 8 65. 8 131.6 65. 8

Figure 4-32. Data Set Nanes
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Dat a Set

Sour ce:

Functi on:

Feat ures:

SVB
| ssues:

Performance / Chart (STGEPA)

ile at the DAYS tinespan
VCADAA file at the DETAIL tinmespan
ile at the DETAIL tinespan

This chart estimates the average response tine
bei ng received by each departnent or group. This
is done by determ ning the response tinme being
recei ved for each active data set, based on its
SYSI D and VOLSER, and then finding the average of
those val ues for each sunmary group. Wiile this
is not as accurate as response time analysis at
the data set level, it does indicate genera
trends and potential problemareas. Use of this
chart can help identify groups that are receiving
poor response tinmes, so that further research can
be done to identify vol unes or vol une groups that
are delivering poor service

This chart could be run regularly to nonitor
service tines, with nore detailed reporting being
done when problens are detected. A wide variety
of filtering, summarization and reporting options
all ow many views of the sane data to be obtained
This all ows problemresearch to be systemw de or
to be isolated to specific users, volunmes, or tine
periods. Data set grouping can be done using a
single or range of data set nodes, a single or
range of account fields, or through an externa
table. Both color graphics and printer graphics
out put are supported.

Users planning their SM5 Storage C asses can
approxi mate the average service currently being
delivered to each departnent or application. This
is inportant to know, because the desired response
time for a group of related data sets is specified
as part of the Storage Cass definition. After
SMS i npl enentation is conplete, this report could
be used to nonitor whether the expected response
times are being delivered.

COLUMN DESCRI PTI ONS

Dat e

Zone

Section: 4.3 4-114
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The date on which the activity shown on this chart
occurred

I f summarization by ZONE was specified on the

CA M CS Storageiate

Hour

report options screen, this identifier will list
the ZONE val ue for which this chart applies.

I f summarization by Hour was specified on the
report options screen, this identifier will list
the hour for which this chart applies.

Vertical Axis

The entries on the vertical axis represent the
different groups of data sets for which average
response tinmes are being reported. These groups
can be established using one or nmore of the VCA
account fields, one or nbre of the data set nane
nodes, or using data extracted froma Data Set
Goup table. For this chart, grouping can also be
requested at the DFSMS Storage Class |evel. Wen
that option is selected, the value 'SC=' wll
precede the storage class nane on the chart.

Hori zontal Axis

O her

The bar value on the horizontal axis represents

t he average response tines being received by each
reporting group, expressed in thousands of a
second (mlliseconds). This is calculated by

di viding the sum of the response tines for all the
data sets in this group by the nunber of data
sets. Response time for each data set is

determ ned as the average response tinme for the
vol une on which the data set resides. Note that
filtering criteria can be specified to limt this
calculation to specific tinme periods

A columm on the right side of the chart also
reports each average response tine as a nuneric
val ue.
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CUSTOMER- SUPPORT
DEVEL OPMENT

DI STRI BUTI ON- LI B
MARKETI NG- SALES
SYSTEM DATA

DATA SET PERFORMANCE ( STGEPA)
CA M CS Storageiate
ABC CORPORATI ON
System | denti fi er=SYS7 Dat e=22AUG7 Hour =10
BAR CHART OF RESPTI ME

User

IR R R E RS R R R R R R R R R R R R R R SRR RS R EE R R R R EEEREEREEEEEEE SR
EIEE I S S S O R S O
R O I S O O
R R O ko R R Ok Rk kR Ik kb S R R I O

RE R R o b Sk S R Rk S b b kS R Ik S o S R R R kS R R O kR SRR o b S R S O

RESPONSE TI ME | N M LLI SECONDS
Figure 4-33. Data Set Performance / Chart
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Data Set Performance / Summary (STGEPA) Zone
I f summarization by ZONE was specified on the

Sour ce: HARDVA file at the DAYS tinmespan report options screen, this identifier will list
VCADAA file at the DETAIL tinmespan the ZONE val ue for which this data applies.
VCA VS file at the DETAIL tinespan

Hour

Function: This report estimates the average response tine If summarization by Hour was specified on the
bei ng recei ved by each departnent or group. This report options screen, this identifier will list
is done by determ ning the response tinme being the hour for which this data applies.
recei ved for each active data set, based on its
SYSI D and VOLSER, and then finding the average of User
those val ues for each sunmary group. Wile this Identifies the user to which this report line
is not as accurate as response time analysis at applies. This ownership can be established using
the data set level, it does indicate general one or nore of the VCA account fields, one or nore
trends and potential problemareas. Use of this of the data set name nodes, or using data
report can help identify those groups that are extracted froma Data Set Group table. For this
recei ving poor response times, and can help report, ownership can also be requested at the
i sol ate volunmes or volunme groups that are DFSM5 Storage C ass level. Wen that option is
del i veri ng poor service. selected, the value 'SC=" will proceed the storage

class name in this colum.

Features: This report could be run regularly to nonitor
service tinmes, with nore detailed reporting being Data Sets I ncluded
done when problens are detected. A wide variety Represents the nunber of data sets in this
of filtering, summarization and reporting options sunmari zation group that were included in the
al l ow many views of the same data to be obtained. analysis. To nmake the estinate of response tine
This all ows problemresearch to be systemw de or nore accurate, only those data sets that have been
to be isolated to specific users, volunmes, or tine referenced recently are included in the analysis.
periods. Data set grouping can be done using a This criteria for deternmining this, along with
single or range of data set nodes, a single or other filtering criteria that effect this val ue,
range of account fields, or through an external are specified on the report options screen.

tabl e.
Vol umes | ncl uded
Generation of the summary report is automatic. Represents the nunber of uni que vol unes on which
the data sets belonging to this summarization
group were found.

SM5

| ssues: Users planning their SMS5 Storage C asses can Aver age Response Tine
approxi mate the average service currently being The average response time in nilliseconds being
delivered to each departnent or application. This received by the data sets in this summarization
is inmportant to know, as the desired response tine group. This is calculated by dividing the sum of
for a group of related data sets is specified as the response tines for all the data sets in this
part of the Storage Cl ass definition. After SM5 group by the nunber of data sets. Response tinme
impl ementation is conplete, this report could be for each data set is determ ned as the average
used to nonitor whether the expected response response time for the volune on which the data set
times are being delivered. resides. Note that filtering criteria can be

specified to limt this calculation to specific
COLUMN DESCRI PTI ONS tinme periods.
Dat e Best Response Tinme / From Vol une

The date on which the activity shown on this Reports the best response tine that was being
report occurred. received by all the data sets in this group, and

the volune that was providing that response tine.
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Wr st Response Tine / From Vol une

Reports the worst response tine that was being
received by all the data sets in this group, and
the volune that was providing that response tine.

STG5130

CA M CS Storageiate

Secti on:

4.3




DATA SET PERFORMANCE ( STGEPA)
CA M CS Storageiate
ABC CORPORATI ON

------------------------------------------- System I dentifier=SYS7 Dat e=22AUR7 HOUr=10 ------------------oomme oo

User Data Sets Vol unes Aver age Best From Wor st From

I ncl uded I ncl uded Response Response Vol une Response Vol une

Ti ne Ti me Ti ne

CUSTOVER- SUPPORT 24 9 20.0 14.9 WRKOO1 23.8 DSTLB4
DEVEL OPMENT 399 10 20.2 13.7 PROD73 31.1 WRKOO5
DI STRI BUTI ON- LI BS 18 8 20.1 15.8 PFD0O03 21.7 RES704
MARKETI NG- SALES 359 10 20.0 15.2 WRK002 23.0 WRK004
SYSTEM DATA 18 7 20.5 16. 0 DXT937 19.8 TMPLIB

Figure 4-34. Data Set Performance / Sunmary
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Del eti on/ M gration/ Rel ease Thresholds / Chart (STGEJA)

Sour ce:

Functi on:

Feat ur es:

SVB
| ssues:

VCADAA file at the DETAIL tinmespan
VCA VS file at the DETAIL tinmespan

Graphically represents the age patterns of your
data sets by that reside on primary DASD vol unes

Wiile this information provides val uabl e insights
into the currency of your data, it also hel ps you
establish thresholds used by autonated software to
control the deletion, migration, space rel ease

and backup of your data

Users installing DFHSM or sinilar automated
products can choose thresholds that allow themto
start using their new software sooner, w thout
havi ng an adverse effect on data availability.

Users al ready using automated products can use the
charts to set new thresholds or to ensure their
Exi sting thresholds are effective.

Report options allow the age analysis to be done
for one of three values: <creation date, retention
period, or date of last reference. VSAMfiles can
be included in the anal ysis.

Anal ysis can be done based on the nunber of data
sets in each age range, or by the anmount of space
all ocated by those data sets. Both types of
reports can be produced in one report execution.

Col or graphic and printer charts are supported.

I dentification of cormopn age patterns provi ded by
the report will be useful when planning SV5
managenent cl asses, because nobst of the services
provided by the class are triggered by the age or
usage of the data set. Existing SMS users can use
this report to nonitor their existing data and to
ensure that the volunes specified in the
managenent cl asses are working as expected.

ELEMENT DESCRI PTI ONS

Chart Title

Section: 4.3 4-119
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This anal ysis can be used to anal yze three
different data set age values, each with its own
uni que neani ng. The type of analysis that will be
done is determ ned by the val ue entered on the

CA M CS Storageiate

report options screen, and is indicated by the
last line in the title

PLOT BASED ON DATE OF LAST REFERENCE

- Entering this value on the options screen causes
t he days since each data set was | ast referenced
to be conputed and reported. This is calculated
by subtracting the last reference date fromthe
date the informati on was col |l ected

PLOT BASED ON DATE COF CREATI ON

- Entering this value on the options screen causes
the days since the data set was created to be
conputed and reported. This is calculated by
subtracting the creation date fromthe date the
i nformation was col |l ect ed.

PLOT BASED ON RETENTI ON PERI OD

- Entering this value on the options screen causes
the retention days value to be conputed and
reported. This is calculated by subtracting the
creation date of the data set fromthe
expiration date. |f no expiration date was
specified, this value is set to zero.

The option chosen for the analysis is al so
reflected in the fourth title Iine of each chart.
Thr oughout the renmi nder of this discussion, the
word "age' will be used when describing the
operation of this report. Keep in nmind that this
actually can nean three different things,
dependi ng on the option chosen

By Vol une Serial Nunber

The vol ume serial nunber of the storage nedi um
Dependi ng on the option chosen, summarization can
be requested based on volunme serial nunber. In
this case, each chart will summari ze the data sets
found on one volume. Wen sumari zation by vol une
is selected, the Device Type of the volume wll

al so appear in the chart headi ng.

By Data Set Prefix

This represents the first node of the data set
name. Depending on the option chosen

summari zati on can be requested based on the data
set prefix. In this case, each chart wll
summarize all the data sets found with the

i ndi cated prefix.




By SYSID
The transl ated systemidentification that was
derived from ORGSYSID by the CA MCS SYSID
Transl ation process. Depending on the option
chosen, sunmarization can be requested for all the
data sets residing on a single WS system In
this case, each chart will be used to represent
all the data sets found for a particular system

By Managenent C ass
Dependi ng on the option chosen, sumarization can
be requested based on the SM5 Managenment C ass
assigned to each managed data set. |In this case,
each chart will be used to represent all the data
sets assigned to a particular SM5 Managenent
Cl ass.

Vertical Axis
The vertical axis represents ranges of age val ues,
starting from1 and ending with 360 days.

Hori zontal Axis
Dependi ng on the report option chosen, each
hori zontal bar represents either the number of
data sets in this sunmarization group having an
age value within the range shown, or the ampbunt of
space al |l ocated by those data sets. Because this
is a curmul ati ve chart, each horizontal bar wll
i nclude the values of the previous bars as well.

O her
At the right side of the chart, several colums
appear that nmake the chart easier to interpret.
These include the data sets/space in each group,
the cumul ative val ue, the percentage of values in
each group, and the cumul ative percentage.

Foot not es
One of two footnotes will appear at the bottom of
each chart, depending on the option sel ected:

NUMBER OF DATA SETS I N EACH ACGE RANGE
The val ues appearing on the chart represent a
value of 1 for each data set in each age range.

ALLOCATED SPACE (KB) | N EACH AGE RANGE
The val ues appearing on the chart represent the
space allocated, in kilobytes, by the data sets
in each age range.
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DELETI ON' M GRATI ON/ RELEASE THRESHOLDS ( STGEJA)
CA M CS Storagehate
ABC CORPORATI ON
PLOT BASED ON DATE OF LAST REFERENCE

SYSI D=SYS7 Devi ce Type=3380 Vol une=LNR800
CUMULATI VE FREQUENCY BAR CHART

PERCENT

4.3

COORPWORRAOURPORORPNWOOORENNNNWNNWONOOW®

67
44
36
18
36
80
62
54
43
08
72
90
17
54
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27
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91
91
80
36
99
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72
99
25
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62
08
45
18
18
00

CuM
PERCENT

16.
20.
20.
20.
23.
26.
30.
32.
40.
43.
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49.
51.
53.
55.
56.
57.
58.
59.
62.
65.
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67.
68.
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65
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80
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56
81
33
49
11
19
64
82
00
00

Age FREQ CuM
FREQ
*kkkhkkkkkhkkkxk 92 92
kkkhkkhkkkkhkkhkhkhkkkkk*x 19 111
kkkhkkhkkkkhkkhkhkhkkkkk*x 2 113
kkkhkkhkkkkhkkhkkhkhkxkkkk*x l 114
kkkkhkkkkhkkhkkhkhkkkkhkkhkhkk*kx 13 127
EE R R S I O 21 148
EE R R S I O 20 168
R R S I I O O 14 182
R R R S I o O O S O I 41 223
EE R IR S b S R I S S I S I I S I 17 240
LR R R S S S O S I 15 255
R R R R R R R R EEEEREEEEEEEEEEREEEEEEEEEEEES 16 271
EE R R R R S 12 283
khkkhkhkhkhkkhkkhkhkhkhkhkdhkhhkhhhhkhhkdhkhrhkhhkdhrkhhkdhkhxxhkxx 14 297
EE R R I R 7 304
EE R I R R I 7 311
R R I I R R I S 5 316
EE R R S I I kR I O 5 321
R R S I Sk O 5 326
R Sk O O 21 347
EE R R I S S O kS I 13 360
EE IR IR Sk S I I S I S I S S I I S I R S I S S 2 S R S I R S O S 11 371
R R R R R E R R R EEEREEEEEEEEEEREEEEEEEEEEEEEE RS EEEEEEES 3 374
EE R R R R R R R R R R R R R R R R R 6 380
EE R R R R R R R R R R R R R I I 4 384
LR R R R R R R R S S 11 395
khkkhkhkhkhkkhkkhhhkhkhkkhhhhkhkhhhhhddhhkhkhkdhrhkddhrhkhkhdhrxhkddkhrhkhhkdhxhhhxxx 29 424
EE R R R R I I R S I I R R S R 47 471
EE R R S I R R I I R R S R I S I R I O 23 494
EE R R S S I R I R S I I 31 525
R R R S I o I O S S I R R S I 17 542
R R S I I O S I S kS S O S I S I kO S o O O O O O 8 550
R R I O o O S S S O S S O O S 1 551
EE R R SR S I R R I I S I S R S S R R R S R S R S I R R I R S R S I R Sk I R S I R S I S I 1 552
R R ERE RS EEEEEEEREEEEEEEEEERESEEEEEEEREREEEEEEEEREEEEEEEEEEREEEEEEEEEEEEEEEEEEEE] O 552
B T T T T T T S T S S S e L
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CUMULATI VE FREQUENCY
NUMBER OF DATA SETS I N EACH AGE RANGE
Figure 4-35. Deletion/Mgration/Rel ease Thresholds / Chart
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Del eti on/ M gration/ Rel ease Thresholds / Summary (STGEJA)

Sour ce:

Functi on:

Feat ur es:

SMVS
| ssues:

VCADAA file at the DETAIL tinmespan
VCA VS file at the DETAIL tinmespan

Identifies the age patterns of the data sets that
resi de on your primary DASD vol unes.

Identifies the mninmum nmaxi mum and average dates
for each group, plus a frequency range.

Users installing DFSMS, DFHSM or sinilar products
can choose thresholds that allow themto start
using their new software sooner, w thout having an
adverse effect on data availability.

Users al ready using autonmated products can use the
chart to set new thresholds or to ensure their
existing thresholds are effective.

VSAM files can be included in the analysis. Pane
options allow the age analysis to be done for one
of three values: creation date, retention period
or date of |ast reference.

Anal ysis can be done based on the nunber of data
sets in each age range, or by the amount of space
al | ocated by those data sets. Both types of
reports can be produced in one report execution.

I dentification of conmon age patterns provided by
the report will be useful when planning SV5
nmanagenent cl asses, because nobst of the services
provided by the class are triggered by the age or
usage of the data set. Existing SM5 users can use
this report to nonitor their existing data and to
ensure that the volunes specified in the
managenent cl asses are worki ng as expected.

COLUMN DESCRI PTI ONS

Report Title

STG5130

Thi s analysis can be used to anal yze three
different data set age values, each with its own
uni que neaning. The type of analysis done is
determ ned by the value entered on the report
options screen, and is indicated by the last |ine
inthe title, as follows:

SUMVARY BASED ON DATE OF LAST REFERENCE

CA M CS Storageiate

- Entering this value on the options screen causes
t he days since each data set was |ast referenced
to be conputed and reported. The value is
cal cul ated by subtracting the | ast reference
date fromthe date the information was
col | ect ed.

SUMVARY BASED ON DATE OF CREATI ON

- Entering this value on the options screen causes
causes the days since the data set was created
to be conputed and reported. The value is
cal cul ated by subtracting the creation date from
the date the information was col |l ected

SUMVARY BASED ON RETENTI ON PERI OD

- Entering this value on the options screen causes
the retention days value to be conputed and
reported. The value is calcul ated by
subtracting the creation date of the data set
fromthe expiration date. |f no expiration date
was specified, this value is set to zero.

The option chosen for the analysis is also
reflected in the fourth title Iine of each
report. Throughout the remainder of this

di scussion, the word 'age' will be used when
descri bing the operation of this report. Keep
in mnd that this actually can nean three

di fferent things, depending on the option
chosen.

Vol une Serial Nunber

The vol une serial nunber of the storage nedi um
Dependi ng on the option chosen, sumarization can
be requested based on volune serial nunber. In
this case, the volune serial number wll appear
under this colum, and the statistics in of the
report line will apply to this volune. Wen

vol une summarization is selected, the Device Type
of each volunme will also appear in the heading

Data Set Prefix

SYSI D

This represents the first node of the data set
name. Depending on the option chosen

sunmmari zati on can be requested based on data set
prefix. In this case, the prefix will appear
under this colum, and the statistics in the
report line will apply to this prefix.
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The transl ated systemidentification that was
derived from ORGSYSID by the CA MCS SYSID

Transl ation process. Depending on the option
chosen, sunmarization can be requested for all the
data sets residing on a single WS system In
this case, the SYSID of the systemw || appear
under this colum, and the statistics in the
report line will apply to this system

Managerment d ass
Dependi ng on the option chosen, sumarization can
be requested based on the SM5 Managenment C ass
assi gned to each managed data set. |In this case
t he Managenent C ass nane will appear under this
colum, and the statistics in the report line will
apply to this class.

Val id Count
The nunber of data sets represented in this
sunmari zation |l evel that had valid dates, and for
which a valid age could be determ ned. These are
the data sets that were included in the analysis
for this summarization |evel

I nval i d Count
The nunber of data sets represented in this
sumari zation |l evel that were invalid, and for
which a valid age could not be determ ned. These
data sets are dropped, and were not included in
the analysis for this sumrarization |evel

Avg Num Days
The average age value for all the data sets
included in this level of summarization. This is
cal cul ated by dividing the sumof all the data set
ages by the nunber of data sets in the
summari zation. This value is represented as a
whol e nunber of days.

M n. Num Days
The snmal | est age value found within all the data
sets included in this |level of summarization
This value is represented as a whol e nunber of
days.

Max. Num Days
The | argest age value found within all the data
sets included in this |level of summarization
This value is represented as a whol e nunber of
days.

You will see one of the following titles dependi ng on

STG5130 CA M CS Storageiate

the report options you sel ected

Cunul ative Percentage of Data Sets Referenced in Range of
Days
This represents a cumul ati ve percentage
di stribution |ine, based on the nunber of days
since a data set was |last referenced. For
exanple, a value of 39 in the 181-210 col um
indi cates that 39% of the data sets in this
sunmmary group have been referenced sonetine in the
past 210 days. Subtracting the previous colum
val ue fromany columm can be used to conpute the
percent age of data sets occurring in that col um.

Cunul ati ve Percentage of Space Referenced in Range of
Days
This represents a cumul ati ve percent age
distribution |ine, based on the nunber of days
since a data set was |last referenced. For
exanple, a value of 39 in the 181-210 col um
i ndicates that 39% of the allocated space in this
sunmmary group belongs to data sets that have been
referenced sonetine in the past 210 days
Subtracting the previous colum val ue from any
colum can be used to conpute the percentage of
data sets occurring in that colum.

Cunul ati ve Percentage of Data Sets Created in Range of

Days
This represents a cumul ati ve percentage
distribution Iine, based on the nunber of days
since a data set was created. For exanple, a
value of 75 in the 31-60 columm indicates that 75%
of the data sets in this summary group were
created sonmetinme in the past 60 days. Subtracting
the previous colum value fromany col um can be
used to conpute the percentage of data sets
occurring in that col um.

Cunul ati ve Percentage of Space Created in Range of Days
This represents a cumul ati ve percentage
di stribution |ine, based on the nunber of days
since a data set was created. For exanple, a
value of 75 in the 31-60 columm indicates that 75%
of the space allocated in this group is allocated
to data sets created sonetine in the past 60 days.
Subtracting the previous colum val ue from any
colum can be used to conpute the percentage of
data sets occurring in that colum.

Cunul ative Percentage of Data Sets Retained in Range of
Days

Section: 4.3 4-123




This represents a cumul ati ve percent age
distribution Iine, based on the nunber of
retention days specified when a data set was
created. For exanple, a value of 58 in the 61-90
colum indicates that 58% of the data sets in this
sunmmary group were given retention periods of 60
days or |less when they were created. Subtracting
the previous colum value fromany colum can be
used to conpute the percentage of data sets
occurring in that colum.

Cunul ati ve Percentage of Space Retained in Range of Days

This represents a cumul ati ve percent age
distribution Iine, based on the nunber of
retention days specified when a data set was
created. For exanple, a value of 58 in the 61-90
colum indicates that 58% of the space all ocated
in this group belongs to data sets that were given
retention periods of 60 days or |ess when they
were created. Subtracting the previous col um

val ue from any columm can be used to conpute the
percentage of data sets occurring in that col um.

STG5130
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DEVTYPE

SYSI D

Valid Invalid

Count

552
110
324
345
317
298
492
549
342
499
237
325
195
193
319
132

5229

5229

Count

12
7
13
7
21
12
12
6

14

DELETI ON' M GRATI ON/ RELEASE THRESHOLDS ( STGEJA)

SUMVARY BASED ON DATE OF LAST REFERENCE

M n. Max.
Num Num
Days Days

338
147
334
331
331
331
320
316
1086
1084
1084
399
1086
1086
481
1086

[ejojojololojlololojolololololoNe]
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ABC CORPORATI ON

R R Cunul ati ve Percentage of Data Sets Referenced in Range of Days
00- 08- 15- 22- 31- 61- 91- 121- 151- 181- 211- 241- 271-
07 14 21 30 60 90 120 150 180 210 240 270 300

29 38 43 49 58 68 73 79 88 91 96 98 100
50 62 68 70 83 89 96 100 100 100 100 100 100
38 49 55 63 80 87 91 95 97 98 100 100 100
43 53 59 67 76 87 91 95 98 99 100 100 100
37 46 54 61 71 79 90 94 97 98 100 100 100
37 46 51 59 73 82 89 94 98 99 100 100 100
38 49 57 63 76 85 95 97 98 99 99 100 100
24 32 35 40 51 58 79 81 87 93 97 99 99
38 46 52 58 70 78 94 95 97 98 99 99 99
33 44 51 58 74 83 94 95 97 99 99 100 100
35 49 52 59 68 73 79 83 92 96 98 98 98
42 54 59 68 75 91 94 95 97 99 99 100 100
46 56 64 69 75 89 91 92 96 97 98 99 99
41 48 52 58 70 87 89 92 96 97 99 99 99
38 48 56 61 71 84 95 96 97 98 99 99 99
33 43 48 52 61 73 83 86 88 89 93 93 93

System | denti fi er=SYS7 Devi ce Type=3380

Del eti on/ M grati on/ Rel ease Thresholds / Summary

CA M CS Storageiate

STG5130
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GDG Managenent and Retention / By Prefix (STGEFE)

Sour ce: VCADAA file at the DETAIL tinmespan
HSMM G file at the DETAIL tinespan
Tape library information (external)

Function: Mnitors your users' allocation and use of
Generation Data G oups (GDGs).

The report all ows anal ysis of generation data set
al l ocati on and usage patterns, and detects
potential problenms, such a duplicate or nissing
generati ons.

Features: User reports have three |l evels of sunmarization--
detail, base name, and data set prefix.

This report is sumuarized by the GDG Base Nane.

The report al so provides usage i nformation, such
as the total ampunt of space allocated to
generation data groups at the installation.

If you are establishing or revising your standards
related to the nunmber of generations that will be
retained, this report can help that process by
allowing you to sinmulate the effects of using

di ffering val ues.

This report provides a broad overview of GG usage
by individual users or departnents. This will be
useful when tracking GDG usage and al |l ocation
patterns at a high level, and will also quickly
identify potential problenms. Mre detailed

i nformati on about individual problens can then be
produced by rerunning the report at a | ower |evel
of detail.

Limts: VSAM dat a sets cannot be included in this report,
because the GDG structure is not supported in VSAM
envi ronment s.

SMB
| ssues: Users installing SM5 can determ ne the nunber of
generations of a GG that are being kept online.

This is inportant, because the SM5 Managenent
class can be used to control the nunber of
generations that will be kept online, and the
action to take when ol der generations "roll off".

COLUMN DESCRI PTI ONS

STG5130 CA M CS Storageiate

Prefix
Li sts the high-1evel data set nane node (prefix)
that is summarized on this Iine of the report.
Al'l generation data groups starting with this
prefix will be sunmarized here.

# O CDGs
The nunber of uni que generation data groups (GDGs)
that were found in the data being scanned havi ng
this prefix.

Mn # Cen
The snmal | est nunber of generations found in any of
the GDGs having this prefix. Low values such as 1
could indicate a potential problem as only one
copy of a particular group of data exists.

Max # Cen
The | argest nunber of generations found in any of
the GDGs having this prefix. Hi gh values indicate
potenti al abuse of space, as nmany generations of
simlar data are being kept online.

Avg # Gen
The average nunber of generations being kept by
all of the GDGs having this prefix. This is
cal cul ated by dividing the total nunber of
generation data sets in this group by the total
nunber of GDGs.

GDGs with Dups
The nunber of GDGs found with this prefix that
cont ai ned duplicate generation nunbers. For
exanple, a value of 1 would indicate that one CDG
with this prefix had one or nore duplicate
generations. Any value greater than zero
indi cates a potential problemcaused by duplicate
uncat al oged generati ons.

GDGs with Gaps
The nunber of CGDGs found with this prefix that
contai ned gaps in the generation nunbers. For
exanmple, a value of 1 would indicate that one GDG
with this prefix had at least one gap inits
generati on nunbers. Any value greater other than
zero indicates a potential problemcaused by
m ssi ng generations.

Mn # Vol
The m ni num nunber of vol unes used by the GDGs
with this prefix to store all of the generations
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of the sane group. For exanple, a value of 2 generations of each GDG online

i ndicates that all of the GDGs with this prefix

have their generations spread across at |east two Si nul at ed Space Savings - MB Saved

volunes. A value such as 1 could warn of a The anpbunt of space, expressed in nillions of

potential data |oss, because all generations of a bytes (negabytes) that woul d be rel eased by

group would be lost if that volume were |ost. causing certain generations having this prefix to

be rolled off the system based on the sinmnulation

Max # Vol val ues coded on the report option screen. This

The maxi mum nunber of vol unes used by the GDGs feature allows you to sinulate the effects of

with this prefix to store all of the generations keepi ng only a certain nunber of generations of

of the sane group. For exanple, a value of 8 each GDG onli ne.

i ndicates that at |east one of the GDGs with this
prefix has generations spread across eight
volunes. A high value could warn of a |arge
number of generations being kept online, which
wast es space

Avg # Vol
The average nunber of volunes used by the GDGs
with this prefix to store all of the generations
of the sanme group. This is calculated by dividing
the sum of the nunber of unique vol umes used by
each GDG by the nunber of GDGs. Low values tend
to indicate potential data | oss problens, while
hi gh val ues often indicate wasted space

Max MB Al |l oc
The maxi mum anount of space all ocated, expressed in
mllions of bytes (megabytes), by the GDGs with
this prefix. This value reports the one GDG within
this group that is using the |argest anount of
space

Avg MB Al | oc
The average anmount of space allocated, expressed
in mllions of bytes (megabytes), by each of the
GDGs having this prefix. This is calculated by
di viding the space allocated by all of the
generation data sets with this prefix by the
nunmber of GDGs.

Total MB All oc
The total anpbunt of space allocated, expressed in
mllions of bytes (negabytes), by all of the
generation data sets having this prefix.

Si nul at ed Space Savings - Data Sets Myved
The nunber of data sets having this prefix that
woul d have been rolled off the system based on the
sinul ati on val ues coded on the report option
screen. This feature allows you to simulate the
effects of keeping only a certain nunber of
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GDG Managenent and Retention / By Base Nane ( STCEFE)

Sour ce: VCADAA file at the DETAIL tinmespan
HSMM G file at the DETAIL tinespan
Tape library information (external)

Function: Mnitors your users' allocation and use of
Generation Data G oups (GDGs).

The report all ows anal ysis of generation data set
al l ocati on and usage patterns, and detects
potential problens, such as duplicate or mssing
generati ons.

Features: User reports have three |l evels of sunmarization--
detail, base name, and data set prefix.

This report is summarized by the GDG Base Nane.

The report al so provides usage i nformation, such
as the total ampunt of space allocated to
generation data groups at the installation.

If you are establishing or revising your standards
related to the nunmber of generations that will be
retained, this report can help that process by
allowing you to sinmulate the effects of using

di ffering val ues.

Limts: VSAM dat a sets cannot be included in this report,
as the GDG structure is not supported in VSAM
envi ronments.

SMS
| ssues: Users installing SM5 can determ ne the nunber of
generations of a GDG that are being kept online.

This is inmportant to know, because the SM5
Managenent cl ass can be used to control the nunber
of generations that will be kept online, and the
action to take when ol der generations "roll off".

COLUMN DESCRI PTI ONS

Base GDG Nane
This lists the base Generation Data G oup (GDG
name that is sunmarized on this line of the
report. All generations of this group will start
with this name, suffixed with a 'GinnnV0OO' val ue,
where 'nnnn' represents the generati on numnber.

# of GENS

STG5130 CA M CS Storageiate

The nunber of generations of this GDG that were
found in the data being scanned. For exanple, if
the following data sets were found in the scanned
dat a:

PAYROLL. BACKUP. G0045V00
PAYROLL. BACKUP. G0046V00
PAYROLL. BACKUP. G0046V00
PAYROLL. BACKUP. G0048V00

the GDG Base Nanme woul d be PAYROLL. BACKUP, and the
val ue of this colum would be 4, indicating four
data sets were found.

Mn GEN #

The m ni num (ol dest) generation nunber found for
this GG in the data being scanned. For exanpl e,
if the followi ng data sets were found in the
scanned dat a:

PAYROLL. BACKUP. G0045V00
PAYROLL. BACKUP. G0046V00
PAYRCOLL. BACKUP. G0046V00
PAYRCOLL. BACKUP. G0048V00

t he GDG Base Nane woul d be PAYROLL. BACKUP, and the
val ue of this colum would be 45, indicating that
generation 45 was the ol dest generation found.

Max GEN #

The maxi mum (newest) generation nunber found for
this GG in the data being scanned. For exanple,
if the following data sets were found in the
scanned dat a:

PAYRCOLL. BACKUP. G0045V00
PAYRCOLL. BACKUP. G0046V00
PAYROLL. BACKUP. G0046V00
PAYROLL. BACKUP. G0048V00

t he GDG Base Nane woul d be PAYROLL. BACKUP, and the
val ue of this colum would be 48, indicating that
generati on 48 was the nost recent generation

f ound.

Dupe GENS

The nunber of duplicate generations found for this
GDG in the data being scanned. For exanple, if
the following data sets were found in the scanned
dat a:

PAYROLL. BACKUP. G0045V00
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PAYROLL. BACKUP. G0046V00 generations by the nunmber of generations.
PAYROLL. BACKUP. Q0046V00
PAYROLL. BACKUP. Q0048V00 Total MB All oc
The total anmpunt of space allocated, expressed in
the GDG Base Nane woul d be PAYROLL. BACKUP, and the mllions of bytes (megabytes), by all of the
val ue of this columm would be 1, because generations within this GG
generation 46 is duplicated in the data. Any
val ue other than zero should be considered a Si mul at ed Space Savings - Data Sets Moved
potential error. But first nake sure you do not The nunber of generations within this GDG that
have duplicate data being read by the report. woul d have been rolled off the system based on the
sinul ati on val ues coded on the report option
# of Gaps screen. This feature allows you to sinulate the
The nunber of gaps found in the generation nunbers effects of keeping only a certain nunber of
for this GOGin the data being scanned. For generati ons of each GDG online.
example, if the following data sets were found in
t he scanned dat a: Si nul at ed Space Savings - MB Saved
The anpbunt of space, expressed in millions of
PAYROLL. BACKUP. G0045V00 bytes (negabytes) that woul d be rel eased by
PAYROLL. BACKUP. G0046V00 causing certain generations within this GDG to be
PAYROLL. BACKUP. G0046V00 roll ed off the system based on the sinulation
PAYROLL. BACKUP. G0048V00 val ues coded on the report option screen. This
feature allows you to sinmulate the effects of
the GDG Base Name woul d be PAYROLL. BACKUP, and the keeping only a certain nunber of generations of
val ue of this colum would be 1, because each GDG onli ne.

generation 47 is missing fromthe data. Any val ue
ot her than zero should be considered a potenti al
error.

# of Vols
The nunber of unique volunmes on which the
generations of this GG reside. This nunber is an
i ndi cation of how well the different nenbers of a
GDG are distributed across your volunes. Take
note of GDGs that only reside on one volune, as
that could cause a potential |loss of all data if
that volume were |ost.

Mn MB All oc
The m ni num amount of space all ocated, expressed
in mllions of bytes (megabytes), by the snall est

generation within this GG

Max MB Al |l oc
The maxi num anount of space all ocated, expressed
in mllions of bytes (megabytes), by the |argest
generation within this GDG

Avg MB Al | oc
The average amount of space allocated, expressed
in mllions of bytes (negabytes), by each of the
generations within this GG This is cal cul ated
by dividing the total space allocated by all
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GDG MANAGEMENT AND RETENTI ON ( STGEFE)
CA M CS StorageMate - BASE NAME REPORT
ABC CORPORATI ON

----------------------------------------------------- System ldentifier=TSTl -------mmmmmm oo
Total +-Sinulated Space Savings-+

CBMDOT.
CBMDOT.
CBMDOT.
CBMDOT.
CBMDOT.
CBMDOT.
Cl SO0T.
Cl SO0T.
Cl SO0T.
Cl SOOT.

DAB10P

BCPRNT00. RPT#0001
BCPRNTO00. RPT#0002

DLRPTA00. RPT#0001
. DCl PTSTB. RPT#B001

CARDTAPE. NCB00110.
CARDTAP2. NCB00110.
CBFCSOUT. NCB00110.
CBPI NEXT. NCB00110.
CBPNUNLD. NCB00110.
M_LERTAPE. NCB00110.

DLDARPGS. | Cl 00211.

M50001 NO
M50001 NO
M50001 NO
M5000I1 NO
MS0001 NO
MS0001 NO

M50001 NO

DCl . PRVST135. DCl MDSOF. FNB1GDG

DPSOO0T.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOQT.
DPS0O0T.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOQT.
LNSOOT.
LNSOOT.
LNSOOT.

SYSI D

DLCRBUGS. | DP00621
DLRPTO000. RPT#0006
DLRPTO000. RPT#0008

DPTRRTVO. RPT#0006

DPAAXTGS. | DP00621.
DPBULKGS. | DP00621.
DPCOFRGS. | DP00621.
DPCONRGS. | DP00621.
DPCRI MGS. | DP00621.
DPDARPGS. | DP00621.
DPDLBLGS. | DP00621.
DPEXPSGS. | DP00621.
DPTRCVCH. NDP00621.

FLOATI NP. NDP00621.
MEMOTRAN. NDP00621.
M_.TPCOFLD. NDP00621.
OFFLDI NP. NDP00621.
PENDUNLD. NDP00621.
PEPI NPUT. NDP00621.
RETTAPEO. NDP00621.
RI' M NPUT. NDP00621.
Cl LNACPG. | LNO0330.
COKEYWRD. NLNO0330.
COUPONOO. | LNO0330.

. M5000I NO

M50001 NO
M50001 NO
M50001 NO
M50001 NO
M50001 NO
M50001 NO
M50001 NO
M50001 NO
M50001 NO

M50001 NO
M50001 NO
M50001 NO
M5000I1 NO
MS0001 NO
MS0001 NO
MS0001 NO
MS0001 NO
MS0001 NO
MS0001 NO
MS0001 NO

# Mn Max Dupe # of # of M n Max Avg
of GEN GEN GENS Gaps Vols VB MB MB
GENS # # All oc All oc All oc
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Figure 4-38. GDG Managenent and Retention / Base Nane
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GDG Managenent and Retention / Detail (STCEFE)

Sour ce:

Functi on:

Feat ur es:

Limts:

SMVS
| ssues:

VCADAA file at the DETAIL timespan
HSMM G file at the DETAIL timespan
Tape library information (external)

Monitors your users' allocation and use of
Generation Data Groups (GDGs) at a detailed |evel.

The report all ows anal ysis of generation data set
al l ocati on and usage patterns, and detects
potential problens, such as duplicate or mssing
generati ons.

User reports have three |evels of summarization--
detail, base name, and data set prefix.

This report is summarized by the GDG Base Nane.

The report al so provides usage i nformation, such
as the total ampunt of space allocated to
generation data groups at the installation.

If you are establishing or revising your standards
related to the nunmber of generations that will be
retained, this report can help that process by
allowing you to sinmulate the effects of using

di ffering val ues.

When you run this report using prefix or base name
sunmari zations, you will often detect potenti al
problens at the prefix or GDG level. This
detailed reporting option can then be used to
provide further insight into those potential

pr obl ens.

VSAM dat a sets cannot be included in this report,
as the GDG structure is not supported in VSAM
envi ronment s.

Users installing SM5 can determ ne the nunber of
generations of a GDG that are being kept online.

This is inportant to know, because the SM5
Managenent class can be used to control the nunber
of generations that will be kept online, and the
action to take when ol der generations "roll off".

COLUMN DESCRI PTI ONS

Data Set Nane

Section: 4.3 4-132

STG5130

CA M CS Storageiate

The nane of the data set.

Vol une Serial Nunber
The vol une serial nunber of the storage nedi um
For data sets that reside on HSM storage, this
will have a value of 'HSMLVx' where 'x'" will be 1
or 2 representing the migration |evel.

Roll Of Flag
An asterisk (*) in this colum indicates this data
set woul d have been a candidate for roll-off based
on the sinulation values you coded on the report
options screen. This sinulation feature all ows
you to specify the nunmber of generations that
shoul d be kept online for each Generation Data
Group. Cenerations which exceed this nunber are
ternmed 'rolled-off', and sinulates the effect of
m grating, noving, or deleting the data set.

Data Set Og
The organi zati on of the data.

Extents
The nunber of non-contiguous segnments of space
allocated to the data set on one volunme. This
value will be blank for data sets residing on tape
or HSM mi gration vol unes.

Megabytes Al l ocat ed
The anpbunt of space allocated by this data set, in
negabyt es.

Megabyt es Used
The anpbunt of space actually used by this data
set, in negabytes. For data sets residing on tape
or HSM this will be the sane as negabytes
al l ocated (unless you have specified the PRI MARY
space reporting option for HSM data sets).

Create Date
The date that the data set was first allocated to
a DASD vol une.

Date Last Used
The date that the data set was | ast referenced.
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MANAGEMENT AND RETENTI ON ( STCGEFE)
CA M CS Storageivate - DETAIL
ABC CORPORATI ON

------------------------------------------------------ System ldentifier=TSTl --------mmmmmm oo

Data Set Nanme

CBMDOT.
CBMDOT.
Cl SOO0T.
Cl SOO0T.
Cl SO0T.
DAB10P.

CARDTAPE
CARDTAPE
DLDARPGS
DLRPTAOO
DLRPTAOO
DCI PTSTB.

. NCB00110.
. NCB00110.
.1 C100211.
. RPT#0001.
. RPT#0001.
. RPT#B001.

M5000I1 NO.
M5000I1 NO.
M5000I1 NO.
&001Vv00
&002VvV00
&001Vv00

G0001V00
G0002V00
(G0003V00

DCl . PRVMST135. DClI MOSOF. FNB1GDG. (G0183V00
DCl 10P. DCl PTSTA. RPT#0002. G0001V00
DClI 10P. DCI PTSTB. RPT#B001. GO001V00

DCR6770. TEST
DCR6770. TEST
DCR6770. TEST
DiVS. DMSOP003
DIVB. TESTDUMP
D\VB. TESTDUMP
DPSOOT.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOQT.
DPS0O0T.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOQT.
DPS0O0T.
DPSOO0T.
DPSOO0T.
DPSOO0T.
DPSOOT.
DPSOOT.
DPSOOT.
DPSOO0T.

CPCSI NPT.
CPCSI NPT.
CPCSI NPT.
DATACHQO.
DATACHQO.
DLCRBUGS.
DLRPTO0O0O.
DLRPTO0O0O.
DLRPTO00O.
DLRPTO0O0O.

DPAAXTGS
DPBULKGS
DPBULKGS
DPBULKGS
DPCOFRGS
DPCOFRGS
DPCOFRGS
DPCONRGS
DPCONRGS
DPCONRGS
DPCRI MGS
DPCRI MGS
DPCRI MGS
DPDARPGS
DPDLBLGS

. GbG (0001V00
. GbG (0002V00
. GbG (0003V00
. D\vBI 0S01 . M5000I NO. G0049V00
. DVBI 0SOT. FNB1DATA. GO003V00
. DVBI 0SOT. FNB1DATA. G0004V00
NDP00621.
NDP00621.
NDP00621.
NDP00621.
NDP00621.
| DP00621.
RPT#0006.
RPT#0006.
RPT#0006.
RPT#0008.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.
. 1 DP00621.

M5000I1 NO.
M50001 NO.
M50001 NO.
M50001 NO.
M50001 NO.
MS000I NO.
G0002V00
G0003V00
G0004V00
G0004V00
M5000I1 NO.
M5000I1 NO.
M5000I1 NO.
M50001 NO.
M50001 NO.
M50001 NO.
M50001 NO.
MS000I NO.
M50001 NO.
M50001 NO.
M50001 NO.
M50001 NO.
M5000I1 NO.
M5000I NO.
Ms000I NO.

&0005Vv00
&0006V00
&007V00
&005V00
&006V00
G0001V00

G0002V00
G0004V00
G0005V00
G0006V00
G0004V00
G0005V00
&0006V00
&0001V00
&0004V00
&0005V00
G0004V00
G0005V00
G0006V00
G0003V00
G0004V00

Fi gure 4-39.

Create
Dat e

16FEB90
19MAR90O
11JAN9O
13DEC89
11JANSO
12MAR90
31JUL90
07FEB90
09MVAR90
18MAY90
18MAY90
18MAY90
07NMAR90
07DEC88
07DEC88
29JAN90
30JANOO
12JUL90
29JAN90
30JANOO
28DEC89
28JAN9O
28JAN90O
30JAN9O
30JAN9O
28DEC89
29JAN90O
29JAN90
30JANOO
29JAN90
29JAN90
30JANOO
28DEC89
29JAN90
29JAN90O
29JAN90
29JAN9O
30JANOO
28JAN90O
29JAN90

Dat e
Last
Used

16FEBO7
19MARO7
12JULO7
130CT07
11JANO7

31JUL07

09MARO7
09JANO7
09JANO7
29JANO7
30JANO7
13JUL07
29JANO7
30JANO7
28CCT07
28JANO7
28JANO7
30JANO7
30JANO7
28CCTO07

280CT07

30JANO7

STG5130

Vol une Rol | Dat a Extents Megabytes Megabyt es
Seri al O f Set Al | ocat ed Used
Nurber Fl ag Og
VH1001 PS 0 0. 00 0. 00
VH1003 PS 0 0. 00 0. 00
VH1002 PS 1 0. 05 0. 05
V10001 PS 0 0. 00 0. 00
VH1001 PS 0 0.00 0. 00
VS1002 * k% 1 0.15 0. 00
VH1001 PS 1 2.08 2.08
VS1004 *xx 1 0.15 0. 00
VH1001 *xx 1 0.15 0. 00
VS1002 *xx 1 0.75 0. 00
VS1004 *oxk 1 0.75 0. 00
VS1004 o 1 0.75 0.00
VH1002 PS 1 0. 05 0.05
VH1004 PS 0 0. 00 0. 00
V10001 PS 1 0. 05 0.05
V10001 PS 0 0. 00 0. 00
VH1003 PS 0 0. 00 0. 00
V10004 PS 1 0.30 0. 30
V10001 PS 0 0. 00 0. 00
VH1004 PS 0 0. 00 0. 00
V10001 PS 1 0.05 0.05
V10003 PS 0 0. 00 0. 00
V10004 PS 0 0. 00 0. 00
VH1002 PS 0 0. 00 0. 00
VH1001 PS 0 0. 00 0. 00
V10001 PS 1 0. 05 0.05
VH1004 *oxx 1 10. 05 0.00
V10001 *x % 1 12.05 0. 00
V10003 * k% 1 12. 05 0. 00
VH1004 * k% 1 0. 65 0. 00
V10001 * k% 1 0.75 0. 00
V10003 *xx 1 0.75 0. 00
V10001 PS 1 0.25 0.25
V10001 *xk 1 29.85 0. 00
VH1002 *oxk 1 24.85 0. 00
V10003 ok 1 9.70 0.00
V10001 o 1 9.70 0.00
V10003 e 1 9.70 0.00
VH1001 PS 1 1.95 1.95
V10003 *x % 1 2.95 0. 00
GDG Managenent and Retention / Detail
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I/0O Activity by Wrkload / Chart (STGEPC)

Sour ce:

Functi on:

Feat ures:

SVB
| ssues:

BATWDA file at the DAYS tinmespan
HARDVA file at the DAYS tinmespan
W.MSEC file at the DAYS tinmespan

This chart provides a graphic view of the 1/0
activity agai nst each DASD vol une, based on the
wor kl oad EXCP counts stored by CA MCS in the
BATWDA fil e.

Each user of the volune is identified by the WM
Service C ass nane, which is then displayed on the
chart.

Users planning for storage products that support
vol une pooling can use this report to identify
usage patterns that nust be known when defining
vol ume groups if proper performance is to be
recei ved for each group.

Three different CA MCS files are conbined to
produce this chart. The user can set the

summari zation |l evel to day, zone, or hour, so that
bot h broad and narrow views of the data can be
obtained. This chart is useful in detecting
current or potential perfornmance problens at the
vol une | evel, caused by an inproper mx of users
on the vol une.

Volunes with low levels of 1/O activity can
optionally, be excluded fromthe anal ysis.

Identifying the primary users of each vol une
during critical tinme periods is an inportant step
when pl anni ng SMS storage groups. This report
will enable you to group volumes with sinilar
wor kl oads together, thus avoiding potentia

per f ormance probl ens caused by conflicting users

COLUMN DESCRI PTI ONS

Dat e

Vol ure

Zone

STG5130

The date on which the activity shown on this chart
occurred

The vol une serial nunmber of the storage nedi um

I f summarization by ZONE was specified on the

CA M CS Storageiate

Hour

Pie Sli

report options screen, the data on this chart wll
only apply for this ZONE

I f summarization by Hour was specified on the
report options screen, the data on this chart wll
only apply for this hour

ces
Each slice represents the nunber of 1/0 requests
for this volunme received during this neasurenent
interval that originated froma particular
wor kl oad. The percentage val ue represents the
percentage of all requests received that
originated from each workl oad

Pi e Label s

Each slice identifies the nane of the workl oad
that issued I/Orequests to this volume. Simlar
tasks in MVS are assigned to a common WLM Servi ce
Cl ass, which is controlled and reported by neans
of a service class name. A value of '(SYSTEM'

(?) in the label is used to represent uncaptured
I/Orequests. This refers to |I/O requests that
are captured in the totals fromRW for the

devi ce, but are not captured by SMF and assi gned
to the proper user. This is a 'normal' occurrence
for all MS systenms, as sone work perforned by the
operating systemis considered to be overhead, and
is not captured in job accounting.

Section: 4.3




/0O ACTIVITY BY WORKLQAD ( STCGEPC)
CA M CS Storageiate
ABC CORPORATI ON

System I dentifier=SYS7 DATE=22AUE0 Vol ume=LNR907 Hour =10

SUM PI E CHART OF WDAEXCPS CROUPED BY W.MCLASS
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Figure 4-40. 1/0O Activity by Wrkload / Chart
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I/O Activity by Wirkload / Detail (STGEPC)

Sour ce:

Functi on:

Feat ur es:

SVB
| ssues:

BATWDA file at the DAYS tinmespan
HARDVA file at the DAYS tinmespan
W.MSEC file at the DAYS tinmespan

Monitors the I/O activity of each DASD vol une,
based on the workl oad EXCP counts stored by
CA MCS in the BATWA file.

Each user of the volune is identified by the WM
Service Cass nane. This gives the storage

admi nistrator the ability to nonitor the work

bei ng done on each volume during various tine
peri ods.

Users planning for storage products that support
vol une pooling can use this report to identify
usage patterns that nust be known when defi ning
vol une groups if proper performance is to be
recei ved for each group.

Detects current or potential performance probl ens
at the volune |evel, caused by an inproper mx of
users on the vol une.

Three different CA MCS files are conbined to
produce this report. The user can set the
summari zation |l evel to day, zone, or hour, so that
both broad and narrow vi ews of the data can be
obt ai ned.

Volunes with low levels of 1/O activity can,
optionally, be excluded fromthe anal ysis.

Identifying the primary users of each vol une
during critical time periods is an inportant step
when pl anni ng SMS storage groups. This report
will enable you to group volunmes with simlar
wor kl oads together, thus avoiding potenti al

per formance probl ens caused by conflicting users.

COLUMN DESCRI PTI ONS

Dat e

The date on which the activity shown on this
report occurred.

Vol une Serial Nunber

The vol une serial nunber of the storage nedi um

Zone
I f summarization by ZONE was specified on the
report options screen, this colum will list the
ZONE val ue for which this data applies.

Hour

If summarization by Hour was specified on the
report options screen, this colum will list the
hour for which this data applies.

Service C ass Nane
The name of the WLM Service C ass that issued I/0O
requests against this volume during this
nmeasurenent period. Similar tasks in MVS are
assigned to a common W.M Service C ass, which is
controlled and reported by neans of a service
cl ass nane.

Report O ass Nane
The nanme of the WLM Report Class that issued I/0O
requests against this volume during this
neasurenent period. Simlar tasks in WS are
often grouped into a optional WM Report d ass,
which is used for reporting service and resource
consunption. Each WM Report Cl ass is known by a
uni que nane.

I/ Cs Per Sec.
The average nunber of |/O requests per second that
were directed to this volunme fromthis workl oad.
This is calcul ated by dividing the nunber of 1/0
requests by the length of the RVWF neasurenent
interval, in seconds. This colum is sorted so
that the workl oads issuing the nost requests will
appear first.

Percent of Total 1/0s
The percentage of all the 1/O requests for this
vol une received during this measurenment interval
that originated fromthis workload. This colum
is sorted so that the workl oads issuing the npst
requests will appear first. For the '(SYSTEM'
wor kl oad, this value represents the percentage of
the I/Ofor this volune that is not being captured
by MVS.

Nurmber of |/0O Requests
The total nunber of 1/O requests for this volune
recei ved during this neasurenent interval that
originated fromthis workload. This colum is
sorted so that the workloads issuing the npst
requests will appear first.

STG5130

CA M CS Storageiate
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Devi ce Addr.

The physical address of an 1/O device.

Devi ce Type

The type of 1/0O device.

St orage G oup

STG5130

In an installation running under Data Facility
Product (MVS/DFP) Version 3 with the Data Facility
St orage Managenment Subsystem (DFSMS) acti ve,
STORNAME contains the Storage G oup Nane that is

t he equi val ent of a DASD pool nane. It represents
a group of physical DASD vol umes to be managed by
DFSMs and is defined by the installation's DASD

St orage Admi ni strator.

CA M CS Storageiate

Secti on:
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Vol ure
Seri al
Nunber

LNROO7

LNR9O7

LNROO8

LNR908

10

11

10

11

Servi ce
d ass
Name

TSQ DEF
( SYSTEM
BAT/ DEF
STCLONG
STCLONG
STCSHORT

TSQl DEF
BAT/ DEF
( SYSTEM
STCLONG
STCLONG

BAT/ DEF
STC/ LOW
( SYSTEM
TSO' DEF
STCLONG

TSQ DEF
BAT/ DEF
( SYSTEM
STCLONG

System |l denti fi er=SYS7 Dat e=22AUG0

/O ACTIVITY BY WORKLQAD ( STCGEPC)
CA M CS StorageMate - DETAIL

Repor t I/ GCs

d ass Per
Narme Sec.
NONSYSUS 0. 423
0.313
0.217
| AM 0.130
JES2 0.001
0.001
1.084
NONSYSUS 0. 924
0. 154
0. 154
| AM 0. 070
JES2 0. 001
1.302
0. 640
0.431
0. 396
NONSYSUS 0. 326
| AM 0.001
1.793
NONSYSUS 0. 180
0. 168
0. 153
| AM 0. 002
0. 503

Fi gure 4-41.

ABC CORPORATI ON

Per cent Nunber Devi ce
of Tot al of I/0 Addr .
1/ Cs Request s
39.0 1522 14D
28.8 1125
20.0 782
12.0 467
0.1 3
0.1 3
100.0 3903
70.9 3325 14D
11.8 555
11.8 553
54 251
0.1 3
100.0 4687
35.7 2303 14F
24.0 1552
22.1 1426
18. 2 1172
0.0 2
100.0 6456
35.8 647 14F
33.3 603
30.5 551
0.4 8
100.0 1809

I1/O Activity by Workload / Detail

Devi ce St or age
Type G oup

3380

3380

3380

3380
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Mont hl'y Applicati on Resource Usage / Plot (STGERE)
Qutput reports fromthis facility include tabul ar

Sour ce: VCADAA file at the MONTHS tinmespan reports, printer plots, or color graphic plots.
VCA VS file at the MONTHS ti nmespan When plots are requested, up to nine different
HSMM G file at the MONTHS tinespan el ements may be plotted on the same chart.

HSBBAC file at the MONTHS tinespan

SMB
Dependi ng on your CA MCS installation options, | ssues: The ability to summarize by an SMS storage or
these files nay not be active in the MONTHS nmanagenent class nakes it easy to nonitor the
ti nespan. Check with your CA M CS Admi nistrator long-termactivity within each of your defined
i f you have problens when trying to use this classes. Many of the elements you can select for
report. reporting are useful for nonitoring an SMS

mgration effort, or to nake sure SM5 is operating

Function: This facility allows the Storage Administrator to correctly after nmigration is conplete.
nonitor key storage indicators on a nonth-by-nonth
basis. These indicators enable accurate ELEMENT DESCRI PTI ONS
projections of future storage needs, both at the
application |l evel and the systemlevel. The SYSI D
indicators reported by this facility are al so Thi s val ue appears at the top of each page and
useful for detecting trends that could indicate identifies the Systemldentifier (systen) to which
potential problens or areas in which storage this data applies.
resources are not being used efficiently. These
reports, along with the Daily Application Resource Medi a
Usage reports, provide both a long view and a Storage d ass
short view of storage capacity and performance Managenent C ass
pr obl ens. G oup

The top line of each page also indicates the
The ability to process data fromnultiple sources sunmmary group to which the values on this plot
makes the reports produced even nore val uabl e. apply. Depending on the report option chosen,
Options allow the user to target a single storage this sumarization will be done by medi a (DASD,
nmedi um such as real DASD or HSM backup st orage, VSAM M GRATE, or BACKUP), SMS storage class, SMS
or to group data frommultiple nedia on the sane managenent class, or based on the CA MCS
chart. This second type of reporting is useful accounting codes in the data. The label to the
when anal yzing the flow of data across multiple left of the summary value will be one of the
types of storage nedia. val ues shown above, depending on the summarization
opti on chosen.
The types of data that can be selected for
reporting include the nunber of data sets, anount Vertical Axis (Value)
of space being allocated, percentages of data sets The numeric values distributed vertically down the
and space in certain categories, and the anmbunt of | eft side of each page represent the scale of the
al | ocat ed versus used space. numeric val ues being plotted on that page. Wen
requesting col or graphics plots, you have the

Features: Summarization options allow you to analyze the option of specifying the values that will appear
data based on its owner (using one or nore of the on this axis. This should be done with care,

CA M CS accounting fields), its SMS storage cl ass, because all plots and groups will have to adapt to
its SM5 nanagenent class, or its location (such as the val ues you specify. For printer plots, or
real DASD, or HSM 1l evel 1 migration). when val ues are not specified, SAS will generate

t he val ues autonmtically, based on the content of
Data filtering allows you to include data from the plotted data. W suggest that these SAS
sel ected sunmary groups. For exanple, you could defaul ts be used whenever possible, because they
choose to report on specific departnents, groups wi Il avoid nmany potential problens. Care should
or individuals, or on a specific SM5 cl ass. al so be taken when specifying nultiple elements on

STG6130 CA M CS StorageMate Section: 4.3 4-139




one plot, so that the el ements chosen will have a
sim | ar range of val ues.

Hori zontal Axis (yy/mm

Plots on the horizontal axis represent the year and
mont h corresponding to the val ue being plotted.

The nunber of entries appearing on the horizontal
axis is determ ned by the nunber of cycles of CA MCS
data specified as input to the inquiry.

Foot not es

Section: 4.3 4-140

STG5130

The footnote(s) section of each graph is

i nportant, because it indicates the nanes of the
data elenment(s) that are plotted on the graph. Up
to 9 elenents may be plotted on the same graph, in

whi ch case 9 footnotes will appear at the bottom
of each page. For printer plots, an al phabetic
character A-l will appear to the left of each

description, identifying the character used on the
plot to represent that particular element. On
color graphic plots, the letter does not appear,
because the color of the footnote should
correspond with the color of the plot point/line
on the graph. |If different colors do not appear
for each point and footnote, your M CF options
shoul d be nodified to specify different colors. A
brief description of the possible values in the

f oot note section, and what those val ues represent,
is given bel ow

Data Set Count: Tota
Represents the total nunber of data sets found
in the input data for this particular sunmmary

group.

Data Set Count: SMs- Managed
Represents the nunber of data sets found in
the input data for this particular sumary
group that are managed by SMS.

Data Set Count: Unmanaged
Represents the nunber of data sets found in
the input data for this particular sumary
group that are not managed by SMs

Percentage of Data Sets: Managed
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are nanaged by SMS

Percentage of Data Sets: Unnanaged
Represents the percentage of all the data sets

CA M CS Storageiate

found in the input data for this particul ar
sunmmary group that are not nmanaged by SMS.

Space Allocated (MB): Total
Represents the total space allocated, in
negabytes, by all the data sets found in the
input data for this particular summary group

Space Allocated (MB): Managed
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are managed by SMS

Space Allocated (MB): Unmanaged
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
i nput data for this particular summary group
that are not managed by SMS

Per cent age of Space: Managed
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space belonging to data
sets that are managed by SMs

Per cent age of Space: Unnmanaged
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not managed by SMS

Data Set Count: Non-VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are not VSAM data sets.

Data Set Count: VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are VSAM data sets.

Percentage of Data Sets: Non-VSAM
Represents the percentage of data sets found
in the input data for this particular sunmary
group that are not VSAM data sets.

Percentage of Data Sets: VSAM
Represents the percentage of data sets found
in the input data for this particular sumrary
group that are VSAM data sets.
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Percent age of Space Used: All Data
Represents the percentage of space allocated

versus used for all the data sets found in the

i nput data for this particular summary group
This is cal cul ated by dividing the total
tracks used by the data sets in this group by
the total tracks allocated. Note that HSM
data sets are not included in this

cal cul ati on.

Per cent age of Space Used: Managed
Represents the percentage of space allocated
versus used for the SM5-managed data sets
found in the input data for this particul ar

summary group. This is calculated by dividing
the total tracks used by the managed data sets
in this group by the total tracks allocated by

t he managed data sets. Note that HSM data
sets are not included in this calcul ation.

Per cent age of Space Used: Unmanaged
Represents the percentage of space allocated
versus used for the unnanaged data sets found
in the input data for this particular sumrary
group. This is calculated by dividing the
total tracks used by the unmanaged data sets

in this group by the total tracks allocated by

t he unmanaged data sets. Note that HSM data
sets are not included in this calculation.

Space Allocated (MB): Non-VSAM
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are not VSAM data sets.

Space Allocated (MB): VSAM
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are VSAM data sets.

Percent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not VSAM data sets

Percent age of Space: VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
per cent age of that space belonging to data
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sets that are VSAM data sets.

Per cent age of Space Used: Non-VSAM

Represents the percentage of space allocated
versus used for the non-VSAM data sets found
in the input data for this particular sumrary
group. This is calculated by dividing the
total tracks used by the non-VSAM data sets in
this group by the total tracks allocated by
the non-VSAM data sets. Note that HSM data
sets are not included in this calculation.

Percent age of Space Used: VSAM

Represents the percentage of space allocated
versus used for the VSAM data sets found in
the input data for this particular sunmary
group. This is calculated by dividing the
total tracks used by the VSAM data sets in
this group by the total tracks allocated by
the VSAM data sets. Note that HSM data sets
are not included in this calculation

Data Set Count: HSM Level 1
Represents the nunber of data sets found in
the input data for this particular sunmary
group that reside on HSM migration level 1
st or age.

Data Set Count: HSM Level 2
Represents the nunber of data sets found in
the input data for this particular sumary
group that reside on HSM migration | evel 2
st orage.

Data Set Count: HSM Backup

Represents the nunber of data sets found in
the input data for this particular sunmary
group that reside on HSM backup storage. Note
that nmultiple backup copies of the sane data
set do not effect this count, nor is there any
attenpt made to indicate which of these data
sets may al so reside on primary storage

Space Allocated (MB): HSM Level 1
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that reside on HSM m gration | evel 1 storage

Space Allocated (MB): HSM Level 2
Represents the total space allocated, in
negabytes, by all the data sets found in the
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i nput data for this particular summary group
that reside on HSM m gration | evel 2 storage.

Space Allocated (MB): HSM Backup
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
input data for this particular summary group
that reside on HSM backup storage. This total
i ncl udes space used for nultiple backup copies
of the sanme data set.

Percentage of Data Sets: HSM Level 1
Represents the percentage of data sets found
in the input data for this particular sumrary
group that reside on HSM migration level 1
st orage.

Percentage of Data Sets: HSM Level 2
Represents the percentage of data sets found
in the input data for this particular sunmary
group that reside on HSM migration | evel 2
st orage.

Percentage of Data Sets: HSM Backup

Represents the percentage of data sets found
in the input data for this particular sumrary
group that reside on HSM backup storage. Note
that nultiple backup copies of the sane data
set do not effect this count, nor is there any
attenpt made to indicate which of these data
sets may al so reside on primary storage.

Per cent age of Space: HSM Level 1
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space belonging to data
sets that reside on HSM nigration level 1
st orage.

Per cent age of Space: HSM Level 2
Based on the total space allocated by all the
data sets in this sunmary group, the
percentage of that space belonging to data
sets that reside on HSM m gration |l evel 2
st orage.

Per cent age of Space: HSM Backup
Based on the total space allocated by all the
data sets in this sunmary group, the percentage
of that space belonging to data sets that reside
on HSM backup storage. This total includes
space used for nultiple backup copies of the
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same data set.
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Figure 4-42. Mnthly Applicati on Resource Usage / Pl ot
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Mont hl'y Application Resource Usage / Sunmary ( STGERE)

Sour ce:

Functi on:

Feat ures:
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file at the MONTHS tinespan
VCA VS file at the MONTHS ti nmespan
HSMM G file at the MONTHS tinespan
HSBBAC file at the MONTHS tinespan

Dependi ng on your CA MCS installation options,
these files nay not be active in the MONTHS

ti mespan. Check with your CA M CS Adnini strator
i f you have problens when trying to use this
report.

This facility allows the storage adm nistrator to
nonitor key storage indicators on a nonth-by-nonth
basis. These indicators enable accurate
projections of future storage needs, both at the
application |l evel and the systemlevel. The
indicators reported by this facility are al so
useful for detecting trends that could indicate
potential problens or areas in which storage
resources are not being used efficiently. These
reports, along with the Daily Application Resource
Usage reports, provide both a long view and a
short view of storage capacity and performance

pr obl ens.

The ability to process data fromnultiple sources
makes the reports produced even nore val uabl e.
Options allow the user to target a single storage
nmedi a, such as real DASD or HSM backup storage, or
to group data fromnultiple nedia on the sane
chart. This second type of reporting is useful
when anal yzing the flow of data across multiple
Types of storage nedia.

The types of data that may be selected for
reporting include the nunber of data sets, anount
of space being allocated, percentages of data sets
and space in certain categories, and the anmbunt of
al | ocat ed versus used space.

Sunmmari zation options allow you to anal yze the
data based on its owner (using one or nore of the
CA M CS accounting fields), its SMS storage cl ass,
its SM5 nmanagenent class, or its |location (such as
real DASD, or HSM 1l evel 1 migration).

Data filtering allows you to include data from
sel ected sunmary groups. For exanple, you could
choose to report on specific departnents, groups
or individuals, or on a specific SM5 cl ass.

CA M CS Storageiate

SMVS
| ssues:

Qutput reports fromthis facility include tabul ar
reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

el ements may be plotted on the same chart.

The ability to summarize by an SMS storage or
nmanagenent class nakes it easy to nonitor the
long-termactivity within each of your defined

cl asses. Many of the el enments you can select for
reporting are useful for nonitoring an SMS
mgration effort, or to nake sure SM5 is operating
correctly after migration is conplete.

COLUWMN DESCRI PTI ONS

TITLE 4

The fourth report title line on each tabul ar
report page indicates the indicator or el enent
that is being reported on that page. Note the
val ues displayed for each itemw || vary,

dependi ng on the input sources specified for the
report. Any or all of the follow ng val ues may
appear:

Data Set Count: Total
Represents the total nunmber of data sets found
in the input data for this particular sumrary

group.

Data Set Count: SMs- Managed
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are managed by SMs.

Data Set Count: Unmanaged
Represents the number of data sets found in
the input data for this particular sunmary
group that are not managed by SMS.

Percentage of Data Sets: Managed
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are nanaged by SMS.

Percentage of Data Sets: Unnanaged
Represents the percentage of all the data sets
found in the input data for this particul ar
sunmary group that are not managed by SMS.

Space Allocated (MB): Total
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Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group

Space Allocated (MB): Managed
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular sunmary group
that are managed by SMS

Space Allocated (MB): Unnanaged

Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are not managed by SMS.

Per cent age of Space: Managed

Based on the total space allocated by all the
data sets in this summary group, the

percent age of that space belonging to data
sets that are managed by SMs

Per cent age of Space: Unnanaged
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not managed by SMS

Data Set Count: Non-VSAM
Represents the nunber of data sets found in
the input data for this particular sumary
group that are not VSAM data sets.

Data Set Count: VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are VSAM data sets.

Percentage of Data Sets: Non-VSAM
Represents the percentage of data sets found
in the input data for this particular sumrary
group that are not VSAM data sets.

Percentage of Data Sets: VSAM
Represents the percentage of data sets found
in the input data for this particular summary
group that are VSAM data sets.

Per cent age of Space Used: All Data
Represents the percentage of space all ocated

versus used for all the data sets found in the

i nput data for this particular summary group

CA M CS Storageiate

This is cal cul ated by dividing the total
tracks used by the data sets in this group by
the total tracks allocated. Note that HSM
data sets are not included in this

cal cul ati on.

Percent age of Space Used: Managed
Represents the percentage of space allocated
versus used for the SM5-nmanaged data sets
found in the input data for this particul ar
summary group. This is calculated by dividing
the total tracks used by the managed data sets
in this group by the total tracks allocated by
the managed data sets. Note that HSM data
sets are not included in this cal cul ation.

Per cent age of Space Used: Unmanaged

Represents the percentage of space allocated
versus used for the unnanaged data sets found
in the input data for this particular sunmary
group. This is calculated by dividing the
total tracks used by the unmanaged data sets
in this group by the total tracks allocated by
the unmanaged data sets. Note that HSM data
sets are not included in this calculation.

Space Allocated (MB): Non-VSAM
Represents the total space allocated, in
nmegabytes, by all the data sets found in the
i nput data for this particular summary group
that are not VSAM data sets.

Space Allocated (MB): VSAM
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are VSAM data sets.

Per cent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are not VSAM data sets

Per cent age of Space: VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are VSAM data sets.

Per cent age of Space Used: Non-VSAM
Represents the percentage of space allocated




versus used for the non-VSAM data sets found Represents the total space allocated, in

in the input data for this particular sumrary negabytes, by all the data sets found in the
group. This is calculated by dividing the i nput data for this particular summary group
total tracks used by the non-VSAM data sets in that reside on HSM backup storage. This total
this group by the total tracks allocated by i ncl udes space used for nultiple backup copies
the non-VSAM data sets. Note that HSM data of the sanme data set.

sets are not included in this calcul ation.
Percentage of Data Sets: HSM Level 1

Per cent age of Space Used: VSAM Represents the percentage of data sets found
Represents the percentage of space allocated in the input data for this particular sunmmary
versus used for the VSAM data sets found in group that reside on HSM nmigration level 1
the input data for this particular sunmary st or age.
group. This is calculated by dividing the
total tracks used by the VSAM data sets in Percentage of Data Sets: HSM Level 2
this group by the total tracks allocated by Represents the percentage of data sets found
the VSAM data sets. Note that HSM data sets in the input data for this particular sumrary
are not included in this calcul ation. group that reside on HSM migration | evel 2

st orage.

Data Set Count: HSM Level 1
Represents the nunber of data sets found in Percentage of Data Sets: HSM Backup
the input data for this particular sunmary Represents the percentage of data sets found
group that reside on HSM nmigration level 1 in the input data for this particular summary
st or age. group that reside on HSM backup storage. Note

that nultiple backup copies of the sane data

Data Set Count: HSM Level 2 set do not affect this count, nor is any
Represents the nunber of data sets found in attenpt made to indicate which of these data
the input data for this particular sunmary sets may al so reside on primary storage.
group that reside on HSM migration | evel 2
st or age. Per cent age of Space: HSM Level 1

Based on the total space allocated by all the

Data Set Count: HSM Backup data sets in this summary group, the
Represents the nunber of data sets found in percent age of that space belonging to data
the input data for this particular sunmary sets that reside on HSM mgration level 1
group that reside on HSM backup storage. Note st or age.
that nultiple backup copies of the sane data
set do not affect this count, nor is any Percent age of Space: HSM Level 2
attenpt made to indicate which of these data Based on the total space allocated by all the
sets may al so reside on primary storage. data sets in this sunmary group, the

percent age of that space belonging to data

Space Allocated (MB): HSM Level 1 sets that reside on HSM migration |l evel 2
Represents the total space allocated, in st or age.
nmegabytes, by all the data sets found in the
input data for this particular summary group Per cent age of Space: HSM Backup
that reside on HSM mgration | evel 1 storage. Based on the total space allocated by all the

data sets in this sunmary group, the

Space Allocated (MB): HSM Level 2 percent age of that space belonging to data
Represents the total space allocated, in sets that reside on HSM backup storage. This
nmegabytes, by all the data sets found in the total includes space used for nultiple backup
i nput data for this particular summary group copi es of the sane data set.
that reside on HSM m gration |evel 2 storage.

SYSI D
Space Allocated (MB): HSM Backup Thi s val ue appears at the top of each page and

STG6130 CA M CS StorageMate Section: 4.3 4-146




Medi a

identifies the Systemldentifier (systen) to which
this data applies.

St orage d ass
Managenment Cl ass

Omner

The first colum of the report indicates the
summary group to which the totals on each |line
apply. Depending on the report option chosen,
this summarization will be done by media (DASD,
VSAM M GRATE, or BACKUP), SMS storage cl ass, SM5
managenent cl ass, or based on the CA MCS
accounting codes in the data. The | abel over the
colum will be one of the val ues shown above,
dependi ng on the summari zation option chosen.

Val ue mm yyyy

I ndicates the value for this particular elenment
for this particular sumary group during the nonth
and year indicated in the col um headi ng.

Conpound G owm h Rate (%

Reports the nonthly conpound growth rate (CGR)
calculated for this group using the values from
the nonths shown on this report. A value of 5.00,
for exanple, indicates a gromh rate of

approxi mately 5% per nmonth for this group, based
on the monthly values included in this report.

STG5130
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MONTHLY APPLI CATI ON RESOURCE USAGCE ( STGERE)

CA M CS Storageinate
ABC CORPORATI ON

Data Set Count: Tot al
----------------------------------------------- SYSI D=SYSA

Omner Val ue Val ue Val ue
Nov Dec Jan

2006 2006 2007

DEPT: 100 836 966 1036
DEPT: 110 1973 2042 2200
DEPT: 115 2328 2332 2655
DEPT: 120 19392 20955 21207
DEPT: 240 461 560 562
DEPT: 250 170 191 229
DEPT: 260A 52 50 53
DEPT: 260B . 39 474
DEPT: 270 1521 1608 1645
DEPT: 280 39 52 71
DEPT: 285 2 2 2
DEPT: 290 85 93 110
DEPT: 300 1367 1537 1693
DEPT: 315 651 1038 733
DEPT: 400 1388 1441 1664
DEPT: 430 833 1017 1274
DEPT: 430X 834 1069 1331
DEPT: 500 79 77 95
DEPT: 550 3350 3960 3667
DEPT: 590 514 620 713
DEPT: 600l 63 63 65
DEPT: 799 23 24 22
DEPT: 999 9 9 9
SYSI D 35968 39746 41511

Val ue
Mar
2007

712
2231
1522

11672
583
545

56

711

1223

Figure 4-43. Mnthly Application Resource Usage / Summary
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Mont hly DASD Resource Usage / Pl ot

Sour ce:

Functi on:

Feat ur es:
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( STGERH)
VCAVQA file at the MONTHS tinmespan

This facility allows the storage admi nistrator to
noni tor key storage indicators on a nonth-by-nonth
basis. These indicators enable the user to
project long-termstorage needs, both at the
hardware unit |evel (volune, volunme group, or

devi ce type) and the systemlevel. The indicators
reported by this facility are al so useful for
detecting problens with storage resources that are
not being used efficiently. These reports, along
with the Daily DASD Resource Usage reports,
provide both a | ong view and a short view of
storage capacity and perfornmance probl ens,
nmeasured at the hardware | evel.

The Daily/Monthly DASD Resource Usage reports
conpl enent the Daily/Mnthly Application Resource
Usage reports to give a conplete picture of
storage usage and capacity. Wiile the application
reports tend to measure storage capacity and
consunption at the application level, the DASD
reports take a nore hardware-oriented | ook at
simlar data. These reports are useful for tasks
such as planning for new DASD, or bal anci ng

vol unes between vol ume groups or SMS storage

groups. Both sets of reports allow you to nmeasure
and control growh at the application and hardware
| evel s.

The types of data that can be selected for
reporting include the nunber of data sets, the
amount of space being allocated, percentages of
data sets and space in certain categories, the
amount of allocated versus used space, and ot her
nmeasures of performance and capacity.

Sunmari zation options allow you to analyze the da
based on vol une serial nunber, device type, volune
group or SMS storage group, or to provide totals
for each system

Data filtering allows you to include data from
sel ected groups. For exanple, you can choose to
report on specific volumes, device types, or SMS
st orage groups

Qutput reports fromthis facility include tabular

reports, printer plots, or color graphic plots.
When plots are requested, up to nine different

CA M CS Storageiate

S\VS
| ssues:

el ements can be plotted on the sanme chart.

The ability to summarize by SM5S storage groups
makes it easy to nonitor the long-termactivity

wi thin each of your defined groups. Many of the
el ements you can select for reporting are useful
for nonitoring an SMs migration effort, or to nake
sure SMS is operating correctly after migration is
conpl ete

ELEMENT DESCRI PTI ONS

SYSI D

Vol ure
Vol urne
Devi ce

Vertical

Hori zont a

Thi s val ue appears at the top of each page and
identifies the Systemldentifier (systen) to which
this data applies.

G oup

Type

Unl ess summari zation by SYSID only is chosen, the
descriptive line at the top of each page will also
i ndicate the summary group to which the val ues on
this plot apply. Depending on the report option
chosen, this sumarization will be done by vol une,
vol une group (SMS storage group), or device type.
The |l abel to the left of the summary value will be
one of the val ues shown above, depending on the
sunmari zation opti on chosen.

Axi s (Val ue)

The nuneric values distributed vertically down the
| eft side of each page represent the scale of the
nunmeric val ues being plotted on that page. Wen
requesting col or graphics plots, you can specify
the values that will appear on this axis. This
shoul d be done with care, because all plots and
groups will have to adapt to the val ues you
specify. For printer plots, or when values are
not specified, SAS will generate the val ues
automatically, based on the content of the plotted
data. We suggest that these SAS defaults be used
whenever possible, as they will avoid many
potential problens. Care should also be taken
when specifying nultiple el ements on one plot,

that the elements chosen will have a simlar range
of val ues.

Axi s (Year/ Mont h)
Plots on the horizontal axis represent the nonth
corresponding to the value being plotted. Each
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entry is presented in the format 'yy/mm. The
nunmber of entries appearing on the horizontal axis
is determ ned by the nunmber of cycles of CA MCS
data specified as input to the inquiry.

Foot not es
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The footnotes section of each graph is inportant,
as it indicates the nanes of the data el enent(s)
that are plotted on the graph. Up to nine

el ements can be plotted on the same graph, in

whi ch case nine footnotes will appear at the
bottom of each page. For printer plots, an

al phabetic character ranging fromA through |
appear to the left of each description,
identifying the character used on the plot to
represent that particular element. On color
graphic plots, the letter does not appear, as the
color of the footnote should correspond with the
color of the plot point or Iine on the graph. |If
different colors do not appear for each point and
footnote, nodify your M CF options to specify
different colors. A brief description of the
possi bl e values in the footnote section, and what
those val ues represent, is given bel ow

Data Set Count: Total
Represents the total nunber of data sets found
in the input data for this particular sumrary

group.

Data Set Count: SMs- Managed
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are managed by SMS.

Data Set Count: Unmanaged
Represents the nunber of data sets found in
the input data for this particular sumary
group that are not managed by SMS.

Data Set Count: Non-VSAM
Represents the nunber of data sets found in
the input data for this particular sumary
group that are not VSAM data sets.

Data Set Count: VSAM
Represents the nunber of data sets found in
the input data for this particular sunmary
group that are VSAM data sets.

Space Allocated (MB): Total
Represents the total space allocated, in

CA M CS Storageiate

negabytes, by all the data sets found in the
i nput data for this particular sumrary group.

Space Allocated (MB): WManaged
Represents the total space allocated, in
negabytes, by all the data sets found in the
input data for this particular summary group
that are nmanaged by SMS.

Space Allocated (MB): Unnanaged
Represents the total space allocated, in
negabytes, by all the data sets found in the
i nput data for this particular summary group
that are not managed by SMS.

Space Allocated (MB): Non- VSAM
Represents the total space allocated, in
nmegabytes, by all the non-VSAM data sets found
in the input data for this particular summary

gr oup.

Space Allocated (MB): VSAM
Represents the total space allocated, in
negabytes, by all the VSAM data sets found in
the input data for this particular sunmary

group.

Percent age of Data Sets: Managed
Represents the percentage of all the data sets
found in the input data for this particul ar
sunmary group that are managed by SMS.

Percentage of Data Sets: Unnmanaged
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are not nanaged by SMS.

Percentage of Data Sets: Non-VSAM
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are non- VSAM data sets.

Percentage of Data Sets: VSAM
Represents the percentage of all the data sets
found in the input data for this particul ar
summary group that are VSAM data sets.

Per cent age of Space: Managed
Based on the total space allocated by all the
data sets in this sunmary group, the
percent age of that space belonging to data
sets that are managed by SMs.
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Percent age of Space: Unmanaged
Based on the total space allocated by all the
data sets in this sunmary group, the
per cent age of that space belonging to data
sets that are not nanaged by SMS.

Per cent age of Space: Non-VSAM
Based on the total space allocated by all the
data sets in this summary group, the
percent age of that space belonging to data
sets that are not VSAM

Percent age of Space: VSAM
Based on the total space allocated by all the
data sets in this sunmary group, the
per cent age of that space belonging to data
sets that are VSAM

Percent age of Space Used: Al Data
Represents the percentage of space allocated
versus used for all the data sets found in the
i nput data for this particular summary group.
This is calculated by dividing the total
tracks used by the data sets in this group by
the total tracks allocated. Note that HSM
data sets are not included in this
cal cul ati on.

Per cent age of 