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Chapter 1. THE CA M CS APPLI CATI ON EXTENSI ON FOR ASTEX
The CA M CS Application Extension for ASTEX stores data
recorded by the CA ASTEX product into the CA MCS dat abase.
ASTEX (short for Automated Storage Expert) is a tool for

i nproving the performance of the storage hierarchy of your
WS/ XA and MVS/ ESA systens. ASTEX nonitors two | evels of the
storage hierarchy: DASD and cache. ASTEX anal yzes the
performance of these resources, finds where problens exist,
and then naxin zes perfornmance by reconmendi ng solutions to
your |/ O response tinme problens and cache utilization
problens. In addition, ASTEX will dynanically optim ze the
utilization of your cache resources.

The CA M CS Application Extension for ASTEX allows the

i nformati on recorded by ASTEX to be stored for |onger periods
of tine by using the standard CA M CS dat abase summari zati on
techniques. More inportantly, this application extension
allows for the nerging and joint analysis of detailed ASTEX
DASD and cache data with other data in the CA MCS dat abase,
such as MVS Batch and Operations Anal yzer infornation.

Thi s application extension provides for standard data
conversion by:

o Converting tinme units to seconds
o Decodi ng hexadeci mal fields
0 Calculating derived el enents |ike average response tine

It also has interfaces to CA MCS StorageMate and to CA M CS
Accounti ng and Char geback.

CA M CS for CA-ASTEX Cui de

ri2 spP1

1.1 - CA MCS Product Interfaces

The CA M CS Application Extension for ASTEX is distributed
with interfaces to CA MCS StorageMate and to CA M CS
Accounti ng and Char geback.

CA M CS Storageiate

The CA M CS StorageMate product provides for integrated

st orage nmanagenent reporting by nmerging information fromthe
CA M CS database to form a conprehensive view of your storage
subsystens. It provides for quick and easy access to the
ASTEX data in CA MCS. The StorageMate user does not need to
know either SAS or the structure of the CA M CS database to
get meani ngful information on cache and DASD.

CA M CS Accounting and Chargeback

This application extension supports an interface to CA MCS
Accounti ng and Chargeback that allows for charging on actual
cache usage. This is NOT recomended, however, because ASTEX
has limts on the nunber of data sets and jobs it collects
information on. This could result in inconsistent results.
Refer to Section 1.4.3 of this guide for nore infornmation.

Contact the CA M CS Product Support Goup if you want to add
accounting support for ASTEX data set information.

Section: 1 1-001




1.2 - Reports

This application extension is not distributed with MCF

inquiries. As with all CA MCS products,

inquiries to report on ASTEX dat a.

you can create M CF

1.3 - Files

The CA M CS Application Extension for ASTEX stores its data
in the ASTEX Information Area (AST) in the following files:

0 ASTEX Vol une Activity File (ASTAVO

The ASTAVO file contains information that quantifies cache
and DASD I/ O activity at the VOLUME |l evel. The source of
this information is the ASTEX vol une record. The ASTAVO
file is sumarized by SM- SYSID, SMS Storage Group, VOLSER,
and Devi ce Address.

0 ASTEX Storage Group Activity File (ASTASG

The ASTASG file contains information that quantifies DASD
I/O activity at the SM5 Storage G oup |level. The source of
this information is the ASTEX vol ume record. The ASTASG
file is sunmari zed by SMF SYSID and SM5 Storage G oup.

0 ASTEX LCU Cache Activity File (ASTALC)

The ASTALC file contains information that quantifies cache

I/O activity at the Logical Control Unit level. The source
of this information is the ASTEX vol une record. The ASTALC
file is sunmarized by SMF SYSID and ASTEX Contention G oup.

0 ASTEX Data Set Exception File (ASTADS)

The ASTADS file contains information that quantifies cache
and DASD I/ O activity for individual data sets. The source
of this information is the ASTEX data set record. The
ASTADS file is summarized by SM- SYSID, SMS Storage G oup,
VOLSER, and Data Set Nane.

0 ASTEX Job Exception File (ASTAIB)

The ASTAIB file contains infornmation that quantifies cache
and DASD I/ O activity for MVS batch jobs. The source of
this information is the ASTEX job record. The ASTADS file
is sumarized by SM- SYSID, SMS Storage G oup, VOLSER, SRM
Per f ormance G oup, and Jobnane.

ri2 spP1
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There are sonme data el ements in the ASTEX Vol une Activity 1.4 - Data Sources
file that are conparable to elenents in the CA M CS Hardware

Device Activity file (HARDVA) in the MWS Hardware and SCP Thi s application extension can process input data in two

Anal yzer. The el enents are: ways. The preferred nmethod for processing ASTEX i nfornmation
froman ASTEX application running on a | ocal MVS systemis to

- 1/ 0 Events (AVO CCNT, DVAMEC) access the ASTEX Interval Database (IDB). This nethod takes

- XA I/0O Events (AVOXACNT, DVASSC) the smal |l est amount of CPU and DASD overhead. Depending on

- Average Response Tine (AVOAVRES, DVAAVRES) the version of ASTEX you are running, the IDB may be read

- Pending Tinme (AVOPENTM DVAPEN) directly by CA MCS (ASTEX Version 1.7 and before) or must be

- Average Pending Tinme (AVOAVPEN, DVAAVPEN) converted to an intermediate file by the PMCFLAT utility

- Connect Tine (AVOCONTM DVACNN) program (ASTEX Version 2.0 and later) and then read by

- Average Connect Tinme (AVOAVCNN, DVAAVCNN) CA MCS. Refer to nenber PMCFLAT in your ASX CNTL data set

- Di sconnect Tinme (AVODI STM DVADI S) if you are using Version 2.0 or |later of ASTEX

- Average Disconnect Tinme (AVOAVDI S, DVAAVDI S)

- Average |1 0SQ Time (AVQAVI GS, DVAAVI OS) ASTEX applications that run on MVS systens renpote from your
CA M CS Conplex can either wite their records to the SMF

A small difference is nornmal between the two files for the data sets, or you can transnit a copy of the IDB to the WS

sane recording interval for the foll owi ng reasons: system where your CA M CS Complex is |ocated (ASTEX Version
1.7 and before), or you can transmt the PMCFLAT out put of

o Even if RWMF and ASTEX have the sane tine interval, they the IDB to the WS system where your CA M CS Conplex is

will rarely cut collection records at the sane instant in | ocated (ASTEX Version 2.0 and after).
tine.

It is possible to process both SM- and | DB sources in the
o0 The values of sone of the RVWF fields are based on a sane update job.
sanmpling rate while ASTEX neasures every |/ O event.
This section contains the foll ow ng subsections:

1 - Processing the IDB Directly

2 - Processing Data from SMF MANx Data Sets
3 - ASTEX Installation Inplications

ri2 SPi CA M CS for CA-ASTEX Cui de Section: 1.3 1-003




1.4.1 - Processing the IDB Directly

The sinplest nmethod for processing | ocal ASTEX data into the
CA M CS database is to obtain the data fromthe ASTEX
Interval Database (I1DB). The ddnanme that is used in step
DAY097 to read IDB files is INPUTIDB, which is defined in

menber | NPUTAST in prefix. MCS. PARMS. For ASTEX Version 1.7
and before, sinply code INPUTIDB so it contains the nane of
the 1DB. For ASTEX Version 2.0 and |later, the dsname coded

for INPUTIDB nust represent an internmediate file that was
created fromthe DB by the ASTEX PMCFLAT utility program
Refer to nmenber PMCFLAT in ASX. CNTL if you need to use
PMCFLAT.

To use this method, update | NPUTAST and run a JCLGEND for the
unit. If you want to process multiple ASTEX IDB files
together in the sane CA MCS unit, sinply concatenate the
different 1DB files together on the single | NPUTI DB DD

st at ement .

Refer to Section 1.5.2.3 of this guide for nore detail ed
i nfornmation concerning the nodification requirements for
| NPUTAST.

Not es:

o The ASTEX IDB file or PMCFLAT intermediate file nust be
addressable fromthe MVS system on which the CA MCS daily
updat e runs.

o The duplicate data check in CA M CS checkpoi nt processing
rejects sone data because the entire IDB 1s read by each
CA MCS daily update. |If your input is froma PMCFLAT
internmediate file, you may reduce some of this duplicate
data by using the 'DAYS paraneter when runni ng PMCFLAT.

Refer to the ASTEX: Installation and Custom zation CGuide for
nmore i nformation about the ASTEX internal database.

ri2 SPi CA M CS for CA-ASTEX Cui de

1.4.2 - Processing Data from SM- MANx Data Sets

In addition to witing its information to the IDB, ASTEX can
also wite records directly to the SMF data sets. Wen this
met hod is chosen, CA M CS can access ASTEX information
directly fromthe SMF data.

If this is the nethod you are using, nodify the follow ng
CA MCS attributes and paraneters:

o The CA M CS Application Extension for ASTEX needs to be
recogni zed as one of the conponents that accepts SM-
records out of the SMF data set within the CAMCS unit.
You acconplish this by nodifying your prefix. M CS. PARMS
menber JCLDEF and adding the "AST" identifier to the
SMFRECORDI NG keyword. Refer to Section 2.3.3.2.1.1 of the
CA M CS Pl anning, Installation, Operation, and Mii ntenance
Guide (PIOM for nore information about the SMFRECORDI NG
keywor d.

0 The SMF record types that ASTEX uses need to be defined to
the CA MCS conpl ex as being associated with this
application extension. You do this by updating the
I NPUTSOURCE control paraneter in the ASTGENI N nenmber of
sharedprefix. M CS. GENLI B. The process of defining or
updating | NPUTSOURCE is fully detailed in Section 1.5.1.1
of this guide.

0 You must nodify the | NPUTRDR nmenber of prefix. M CS. PARMS to
i nclude the name of the data set containing the raw SMF
records. This applies not only to the ASTEX Application
Extension, but to all CA MCS products that use SMF data.
Refer to Section 2.3.3.2.3 of the PIOMfor nore information
about the | NPUTRDR nenber.

This section contains the foll ow ng subsection:

1 - CAMCS and CA SM- Director Interface
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1.4.2.1 - CAMCS and CA SM- Director Interface

CA SMF Director is an SMF managenent product with speci al
features that can be used to optim ze CA MCS processing. CA
SMF Director can significantly reduce operational overhead by
creating content specific files while simultaneously creating
an SMF historical archive during the SMF dunp process.

CA M CS DAILY and increnental update operational jobs can be
nmodi fied to take advantage of this product, provided your
site is licensed for and has CA SMF Director installed in
your environnent.

CA SMF Director provides functions that extract SMF data at
dunp time or frompreviously archived SM- files. These
functions elimnate the need for any external utilities used
for preprocessing of the SMF dunp tape for data extraction
prior to execution of the DAILY job. In addition, the DAYSMF
step of the CA MCS DAILY job may no | onger be required. For
details on howto elimnate the DAYSMF step, see section

5.10, Renoving the DAYSM-F Step fromthe DAILY Job of the PIOM
gui de.

CA SM- Director SPLIT and EXTRACT st atenent operands provide
a way for you to create content specific files to neet your
requi rements. The main functions of the operands include the
ability to:

0 Sel ect systemidentifiers

0 Sel ect or exclude SMF record types and subtypes
0 Use conditional statenents for granularity

o Define time boundaries for SMF data

To use the SPLIT function of CA SM- Director for CA MCS
conponents, one or nore SPLIT statenents nust be coded. The
split is performed at SMF dunp tine and the files can then be
used as input to products in one or nore units. The sane
results can be acconplished by using the EXTRACT function of
CA SMF Director, which retrieves data fromthe previously
created history files. For nmore information on the SPLIT and
EXTRACT functions, see the CA SMF Director User Guide

at http://ca.com support.

A conplete set of SMF record types and subtypes, for each
CA M CS conponent that inputs SMF data, can be found in

shar edpr efi x. M CS. PARMS(cccSMFD), where ccc is the
three-character product identifier. Each PARMS nenber |ists
the avail able SMF record types and subtypes for that
conponent in a format suitable for use in CA SM- Director
SPLI T and EXTRACT statements. These nenbers are provided as
exanpl es only; the CA SMF Director JCL should not reference
shar edpr efi x. M CS. PARMS( cccSMFD) .
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1.4.3 - ASTEX Installation Inplications

How you install ASTEX can significantly inpact the amount and
meani ng of the data stored in CA MCS. W recomend that
when installing this application extension, you review how
your installation has installed ASTEX

DATA COLLECTI ON MODE

ASTEX al l ows you to specify a data collection node for each
vol une on your system The two choices are Detail Mde (DV
or Exception Mde (EM.

If you want detailed job and data set infornation in ASTEX as
well as CA MCS, you should use the data collection node. |If
you want the job and data set information in ASTEX and

CA MCS to represent true exceptions, you should use the data
coll ection node wi th nmeani ngful response tinme objectives.

RESPONSE Tl ME OBJECTI VE

When ASTEX i s using exception node for data collection, it
will only collect data set and job informati on when the
response time objective that you specify is not being net.
if you specify a response tine objective that is 'too |ow,
then the objective will always be violated and the data set
and job data in CA MCS cannot be viewed as true exception
data. |If you specify a response time objective that "is too
high', then the objective wll never be violated and no job
or data set information will be available in CA MCS.

MANAGED LI ST

Whet her you run in DM or EM the maxi mum nunber of jobs and
data sets kept in the ASTEX managed list is significant.
This list contains the jobs and the data sets that ASTEX
collects and stores infornmation. |If you specify too |ow a
maxi mum nunber of el enents on the managed |ist, you may | ose
significant information. The nmaxi num nunmber of entries on
the managed |ist cannot exceed 100.

The anount of resources ASTEX consunes correlates with the
nunber of jobs and data sets that it nmanages. You need to
determ ne the optinum bal ance between data coll ection
requi renments and resource usage by ASTEX

VOLUME SELECTI ON

ASTEX al | ows you to EXCLUDE vol unes from having their 1/0
events intercepted and anal yzed by ASTEX. Volunes that are
EXCLUDED from ASTEX wi Il not have any information in the

CA M CS database. You could |lose significant information if

CA M CS for CA-ASTEX Cui de

ri2 spP1

you EXCLUDE the wong vol umes.
COLLECTI ON | NTERVAL

ASTEX will wite its data set, job, and volunme records at the
end of each interval. |If you have relatively snall
collection intervals, you will have a finer |evel of
granularity in the data. This neans that the data will be
nmore neani ngful, but you will need nore DASD. |f you have
relatively large intervals, fluctuations and exceptions will
tend to be hidden, but you will minimze your DASD

requi rements.

You will need to find the opti num bal ance between data
collection requirements and ASTEX s resource usage.

We recommend that the ASTEX interval be the same as your RMWF
interval, enabling you to correlate information from
different data sources, such as SMF, for the sane period of
time.

I NTERVAL DATABASE TYPE AND SI ZE

Mbst installations use the ASTEX IDB to col |l ect the vol une,
job, and data set records. There are two critical
consi derations concerning the |DB:

o Wiether you define the IDB as a waparound file
o How large you allocate the I1DB

The paraneter |DBWRP indicates to ASTEX that it shoul d
continue witing data records to a full IDB by overwiting
the ol dest records in the IDB. The alternative is to have
ASTEX stop recording every time it runs out of space. W
recormend that you define the DB as a waparound file.

The second critical aspect is the size of the IDB. |If you do
not allocate an IDB that is |arge enough to contain all ASTEX
data records between your scheduled CA MCS daily update
jobs, the IDB nay | ose valuable information. W reconmend
that you allocate your ASTEX I DB | arge enough to contain
several days worth of data.
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1.5 - Paraneter Specifications

Par anet er specifications enable CA MCS sites to easily
tailor CA MCS products to their environnents. This section
contains the conplex and unit |evel paraneters provided with
this application extension. |1t contains the follow ng
subsect i ons:

1 - Conplex Level Paraneters
2 - Unit Level Paraneters
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1.5.1 - Conplex Level Paraneters

Conpl ex | evel parameters control the processing of the

CA M CS Application Extension for ASTEX for all database
units within the CA MCS conplex. These paraneters are
stored in the sharedprefix. M CS. GENLI B and

shar edprefi x. M CS. PARMS data sets. This section contains the
foll om ng subsections:

1 - Specify Data Sources (ASTGEN N
2 - Define ASTEX Account Codes (ASTACCT)
3 - Code ASTEX Account Code Derivation Exit (ASTACRT)
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1.5.1.1 - Specify Data Sources (ASTGEN N)

The generation definition statenment nenber for this
application extension is sharedprefix. M CS. GENLI B(ASTGENI N) .
Thi s menber defines the ASTEX Information Area (AST), its

i nput sources, its files, and the elenments in each file.

File tailoring can be done at the FILE, CYCLES, and NAME/ NAMX
statenent level. Refer to the System Mdification Quide,
Chapters 4 and 6, for infornation on file tailoring.

I NPUTSOURCE i n ASTGENI N defines the input source type and the
record types to process. The format of | NPUTSOURCE i s:

| NPUTSOURCE SMF| NONSMF r ecor dt ype(s)

The SMF| NONSMF positional paranmeter defines to CA MCS

whet her or not the input records are coming from SYS1. MANX
data sets. The recordtype paraneter(s) define to CA MCS
whi ch SMF record types are ASTEX records. |f NONSMF is
speci fied on the | NPUTSOURCE statenent, the recordtype
paraneter should be specified as a blank. This application
extension can only process up to three different SMF record
types.

If your installation processes ASTEX data from SMF SYS1. MANX
data sets, you nust determ ne which SMF record types ASTEX is
usi ng. Revi ew ASTEX paraneters VOLSMFT, DSNSMFT, and
JOBSMFT. These paraneters have no defaults and must be
explicitly coded for ASTEX to wite data to SMF. ASTEX

all ows you to use the sane or different record types for
VOLSMFT, DSNSMFT, and JOBSMFT.

Exanple 1: |If ASTEX is inplenented with VOLSMFT=210,
DSNSMFT=210, and JOBSMFT=210, you need to inplement support
for SMF record type 210. To do this, change | NPUTSOURCE from
| NPUTSOURCE NONSMF
to
I NPUTSOURCE SMF 210
Exanple 2: |If you plan to process the 210 SMF records from
one ASTEX as well as the IDB directly from another ASTEX, you
shoul d change | NPUTSOURCE from
| NPUTSOURCE NONSMF
to

I NPUTSOURCE SMF 210
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Example 3: |If ASTEX is inplenented with VOLSMFT=210,
DSNSMFT=211, and JOBSMFT=212, you need to inpl enent support
for all three SMF types. To do this, change the | NPUTSOURCE

from

I NPUTSOURCE NONSMF
to

I NPUTSOURCE SMF 210 211 212
We recommend that if you are going to have ASTEX wite SMF
records directly to SYS1. MANX, you use the same SMF record ID
for all three ASTEX records.
Note that you nust run an ASTCGEN fol |l owed by a unit-Ievel

JCLCEN for each unit that contains this application extension
for your ASTGEN N changes to take effect.
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1.5.1.2 - Define ASTEX Account Codes (ASTACCT)

This application extension provides up to nine |evels of
account code for you to associ ate users and user groups wth
cache and DASD activity. The account codes are used as

sunmari zati on keys in the ASTEX Data Set Exception file.

To define the account codes to the application extension, you
need to nodi fy nenber ASTACCT in sharedprefix. M CS. PARVS.
ASTACCT defines the nunber of account codes available in the
ASTADS file, the length, and the | abel associated with each
account code. These definitions apply to all CA MCS

dat abase units that contain the application extension. For a
general discussion of account codes, refer to Section 2.3.1.7
of the CA MCS Planning, Installation, Operation, and

Mai nt enance Qui de.

We recommend that you define the same nunber of account code
fields in the application extension that you have defined in
the CA M CS DASD Space Analyzer. This will allow integration
of VCA and ASTEX dat a.

PREPARATI ON

Each installation has its own nethod for associating the work
perfornmed through I/O activity with the responsible user or
department. Before defining the ASTEX account codes, it is

i nportant that you review your installation's accounting and
nam ng standards to:

o ldentify the current organizational coding system(e.g.,
cost center coding systemidentifying the division,
departnent, project, and enpl oyee) and determ ne how the
account codes are specified. For exanple, the division
and department can be determined by the first three
characters of the data set name.

o ldentify if and how the codes are verified to ensure that
they correspond to a valid definition. W recomend that
account code validation be performed in all cases and that
unidentified or invalid account codes be assigned to a
speci al installation overhead account code. This approach
provi des you with two benefits. First, it groups all
invalid codes under the sane category and therefore
requi res | ess DASD space for storing the ASTEX Infornation
Area files. Second, it enables you to easily determ ne
how nmuch of this overhead activity is taking place.

If you have the DASD Space Anal yzer, consider basing your
ASTACCT on sharedprefi x. M CS. PARMS( VCAACCT). The sanpl e
ASTACCT is identical to the sanpl e VCAACCT distributed with
the CA M CS DASD Space Anal yzer.
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DEFI NI NG ACCOUNT CODES

The statenent format is:

level length 'descriptive title'

wher e:

| evel = The | evel of inmportance of each account code,
with level 1 being the nost inportant and the
hi ghest | evel nunmber being the |east inportant.
The level s are defined sequentially starting
with 1. You can define up to nine levels. This
parameter is required.

l ength = The length of the account code. The |ength may

range from1l to 30. This paraneter is required.

descriptive The title that describes the account code. The

title = length of the title is 1 to 40 characters. The
title is enbedded in single quotes ('). This is
a required paraneter.
SAMVPLE
A sanple ASTACCT is as follows. 1t is identical to the
sanpl e provided in VCAACCT.
13 'DVISION
2 3 ' PROJECT
3 3 'USER
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1.5.1.3 - Code ASTEX Account Code Derivation Exit (ASTACRT)
After you have defined the nunber of account codes to be
carried in the ASTADS file, your next step is to code the
ASTEX Account Code Derivation exit (ASTACRT). This exit is

| ocated in sharedprefix. M CS. PARVS.

ASTACRT is invoked for each ASTEX Data Set record
encountered. You can use any CA MCS data elenment that is
available in the ASTADS file to determ ne val ues for ASTEX
account codes. |In addition, there are five work fields

| abel ed DSNODE1 t hr ough DSNODES that can al so be used to
derive account codes. DSNODEl contains the first node of the
data set nane. DSNODE2 contains the second node of the data
set nanme, and so on.

We recommend basi ng the ADSACTx on these DSNODEx fi el ds.
SYNTAX
The ASTACRT exit

DATA step except
statenments wll

may contain any SAS statenents valid in a
RETURN and DELETE. Codi ng RETURN or DELETE
cause a W410 abend.

SAVPLE

The foll ow ng sanmpl e SAS code is the code that is distributed
with this application extension. It is located in data set
sharedprefix. M CS. PARMS. This sanple is simlar to the
sanpl e distributed in VCAACRT.

| F LENGTH( DSNCDE1) LT 8 AND | NDEX(DSNCDEL,' ') LE 3
THEN ASTACT1 = '***';
ELSE ASTACT1 = SUBSTR(DSNODEL, 1, 3);

| F LENGTH( DSNCDE1) LT 8 AND | NDEX(DSNCDEL,' ') LE 6

THEN ASTACT2 = '***';
ELSE ASTACT2 = SUBSTR( DSNODEL, 4, 3);
ASTACT3 = DSNCDE2;
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1.5.2 - Unit Level Paraneters

Unit |evel paraneters control the processing of the CA MCS
Application Extension for ASTEX within each database unit.
They are stored in library prefix. MCS. PARMS. This section

contains the foll owi ng subsections:

- ASTEX System Code Generation (ASTPGEN)

- ASTEX Processing Options (ASTOPS)

| NPUTRDR and | NPUTAST PARMS Menbers

- Code the Application Code Derivation Exit (ASTAURT)
- Dat abase Space Mddel i ng ( DBMODEL)

GarhWNE
'
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1.5.2.1 - ASTEX System Code Generation (ASTPGEN)

The ASTEX System Code Generation (ASTPGEN) inputs the unit

| evel paraneters and generates SAS code executed by step
DAY097. The generated code contains SAS nmacros that dictate
the type of input the application extension processes.

ASTPGEN val i dates that the options you select in ASTOPS are
consistent with the ASTEX Input DD statenments you define in
| NPUTAST.

The JCL for ASTPCEN resides in prefix.MCS. CNTL.

CA M CS for CA-ASTEX Cui de
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1.5.2.2 - ASTEX Processing Options (ASTOPS)

Thi s section shows you how to specify the operational
statenents that control CA M CS Application Extension for
Ast ex processing.

Qperational statenments are stored in the prefix. M CS. PARVS
cccOPS nenber, where ccc is the conponent identifier, and are
incorporated into the CA MCS system by running the

prefix. M CS. CNTL(cccPGEN) j ob.

ERE R R S S S I R O S S S

NOTE: CHANGES to prefix. M CS. PARMS(cccOPS) nenbers
REQUI RE EXECUTI ON of prefix. M CS. CNTL( cccPGEN)
to take effect.

In addition, any change to paraneters that
i npact the DAILY operational job JCL such as,

0 changi ng RESTART NO to RESTART YES,

0 WORK paraneter changes when RESTART NOis in
effect,

* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* o Specifying TAPEfff (if this product supports *
* a DETAIL | evel TAPE option), *
* *
* o or changes to prefix. M CS. PARMS(| NPUTccc), *
* *
* will require regeneration of the DAILY job by *
* executing prefix.MCS. CNTL(JCLGEND) or by *
* *
* *
* *
* *
* *
* *
* *

speci fying DAILY in prefix.M CS. PARMS( JCLGENU)
and executing prefix. M CS. CNTL(JCLGENU) .

Refer to the checklist (if provided) for updating
cccOPS paraneters and running required generation
j obs.

ER Rk I O S S S S kR I S R O

The ASTOPS nenber contains the follow ng statenents,
described in detail bel ow

OPTI ONS | DB| NOI DB SMF| NOSMF

The OPTIONS statenment has two positional paraneters that
define which input sources to process.

| DBl NO DB speci fies whether or not the CA MCS DAILY
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update job is to use an ASTEX IDB file as input. If
IDB is specified, the CA MCS DAILY reads information
fromthe file identified by the DD statenent | NPUTI DB
defined in prefix. M CS. PARMS(| NPUTAST). For users of
ASTEX Version 2.0 and | ater, the PMCFLAT utility nust
first be run to create an internmediate file that can be
read by the CA M CS DAILY job. This paraneter is
required and there is no default.

SMF| NOSM- speci fi es whet her or not the CA MCS DAILY
update job is to use an SM- data set as input. |If SMF
is specified, the CA MCS DAILY reads information from
the INPUTSMF DD statenent. This parameter is required
and there is no default.

You rmust select at |east one of the two input options.

Codi ng "OPTIONS NO DB NOSMF" is not valid. You can read both
IDB and SMF files in the same CA M CS DAILY update. This

m ght be the case when running CA MCS on a systemwith a

| ocal ASTEX I DB and accepting ASTEX data for Input in SMF
format transnmitted froma renote processing installation.

The contents of prefix. M CS. PARMS(| NPUTAST) are included in
the CA MCS DAILY update JCL even if NO DB is specified on

the OPTIONS statenent. In this case, be sure that | NPUTAST
contains coments only.

Refer to Section 1.5.2.3 of this guide for nore information

about codi ng | NPUTAST.

Exanple 1: An ASTEX IDB file will be read directly.
OPTI ONS | DB NOSMF

Exanpl e 2: The PMCFLAT output of an ASTEX Version 2.0 | DB
will be read along with ASTEX SMF records froma renote site.

OPTI ONS | DB SIMF

ASTEX data that has been witten to the SMF data
be read.

Exanpl e 3:
sets will

OPTI ONS NO DB SMF
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This statement is optional. It enables sites experiencing
ei ther SAS WORK space al l ocation problens or out of work
space condi tions during DAYnnn or I NCRnnn (where nnn is the
job step nunber), daily or incremental update processing, to
allocate nultiple WORK files.

You can allocate multiple WORK files for use during the daily
and/ or increnental update job step. The nmaxi num nunber of
WORK files you can allocate varies by product. These
additional work files are used in conjunction with the single
work data set allocated by default using the JCLDEF
parameters WORKUNI T and WORKSPACE.

Because the individual space allocation requirenent for each
WORK file is typically much smaller, it is nore likely to be
sati sfied.

To take advantage of multiple WORK files support, edit
prefix. M CS. PARM5(cccOPS) and insert a WORK statenent as
shown bel ow.

WORK n data_set _all ocation_paraneters

where n is the nunber of WORK data sets

NOTE: The default is zero (0).

The maxi numis nine (9).

nore data
STORCLAS or

data_set_al l ocation_paranmeters is one or
set allocation paraneters (for exanple,
SPACE) separated by spaces.

You can al so specify the WORK paraneter as the foll ow ng:

WORK n XXX pppp SSSs

wher e:
n is the nunber of WORK data sets
XXX is TRK or CYL
pppp is the prinmary allocation
ssss is the secondary allocation
Note: Wien allocating any nunber of SAS WORK data sets, be

awar e that one additional
allocated to facilitate sorting.
al l ocate six SAS WORK data sets,

SAS WORK data set is automatically
For exanple, if you
you will actually get seven.

If you omt the data_set_allocation_paranmeters or the WORK
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parameter, the work data sets are allocated according to the
val ues you specified for the WORKUNI T and WORKSPACE
parameters in prefix.MCS. PARMS(JCLDEF). Use the

data_set_al |l ocation_paranmeters to override this default,
either to alter the space allocation or to use System Managed
Storage (SM5) parameters to control data set placenent and
characteristics.

Note: |If you allocate insufficient space for the WORK data
sets, DAYnnn and/or |INCRnnn processing will fail and can only
be restarted fromthe begi nning.

Note: If internal step restart is active, you can override
the WORK data set allocation paraneters at execution-tine
using the //PARMOVRD facility. For nore information about
execution-tine override of dynami c data set allocation
parameters, see the PIOM section 2.3.6.

Specify data set allocation paraneters, separated by bl anks,
according to SAS LI BNAME statenent syntax. |If you need
multiple lines, repeat the WORK keyword on the continuation
I'ine.

WORK accepts the engi ne/ host options docunented in the SAS
Conpani on for the z/OS environment, including STORCLAS, UNIT,
SPACE, BLKSIZE, DATACLAS, MGMICLAS, and VOLSER
Important! Do not specify the DI SP paraneter.
Exanpl e 1:
WORK n STORCLAS=M CSTEMP SPACE=( XXX, ( pppp, ssss), RLSE)
wher e:

n - is the nunber of WORK data sets.

STORCLAS - specifies a storage class for a new data set.
The name can have up to 8 characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.

XXX - is TRK or CYL.

pppp - is the primary allocation.

SSSS - is the secondary allocation.

RLSE - specifies that free-space shoul d be rel eased

when the data set is closed.
Exanpl e 2:
WORK n XXX pppp SSSs
wher e:
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n - is the nunber of WORK data sets.
XXX - is TRK or CYL.

pppp - is the primary allocation.

SSSS - is the secondary allocation.

Exanple 3 (nultiple lines):

WORK n STORCLAS=M CSTEMP UNI T=SYSDA
WORK  SPACE=( xxxX, ( pppp, $sss),, , ROUND))

wher e:
n - is the nunber of WORK data sets.

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

UNI T - specifies the generic unit for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.

XXX - is TRK or CYL.

PPPP - is the primary allocation.

SSSS - is the secondary allocation.

Note: Since there is some performance inpact when using

mul tiple WORK files, you should specify the m ni num nunmber of
WORK data sets to neet your work space requirenents. As a
start, try increnenting the nunber gradually beginning from
the default.

WORK Consi der ati ons

How Much Space Should You Al l ocate?
o First Tine Inplenentation of Miultiple Wrk Files

If this is the first time you are inplenmenting nultiple
work files for this product in this unit, review
prefix. M CS. PARMS(JCLDEF) and find the WORKSPACE
parameter. It will resenble this sanple statenent:
WORKSPACE TRK 500 250

The val ue shows the current SAS WORK space all ocation for
the unit as a single data set. |t also serves as the
default value used in the unit's DAYnnn daily update
(and/ or I NCRnnn increnmental update) step unless you

provi de a WORK par anet er.

To achi eve the equival ent work space all ocation of
WORKSPACE TRK 500 250 using nultiple WORK data sets that
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will collectively share the work space requirenents of clearly docunent, in one place, how nmultiple WORK files
the daily and/or increnental update step, you could code are all ocat ed.
ei ther one of these:

- If the existing WORK statenment does include space

WORK 2 SPACE=( TRK, (250, 125)) al l ocation as shown in the exanpl es bel ow

WORK 5 SPACE=( TRK, (100, 50)) WORK 5 TRK 200 100

To determine the total work space, nultiply the nunber of or

WORK files (n) by the primary (pppp) and secondary (sSsss)

val ues specified. WORK 5 SPACE=( TRK, (200, 100)) STORCLAS=M CSTEMP

Note: To sinplify the exanple, only the SPACE paraneter Si mply change the val ues to nmeet your needs.

is shown above. You can follow either with data set

al l ocation paranmeters like UNIT or STORCLAS as required If you need nmore work space, you can increase the

for your site. nunber of WORK files (for exanple, change WORK 5 to
WORK 6, 7,8, or 9), increase the space allocation (for

o0 Adjusting Allocation for Existing Miltiple WORK Files exanpl e, change TRK 200 100 to TRK 250 120), or do

bot h.

I f you have previously inplenented multiple WORK file

support for this product in this unit, and you want to To decrease work space, you can decrease the nunber of

change either the nunber of WORK files or the space WORK files (for exanple, change WORK 5 to WORK 4, 3, 2,

al | ocati ons, exam ne prefix.M CS. PARMS(cccOPS) and find or 1), decrease the space allocation (for exanple,

the existing WORK st at enent . change TRK 200 100 to TRK 150 80), or do both.

- If the existing WORK statenment only specifies the Note: If internal step restart is NOT active (RESTART NO

nunber of WORK files but does not contain space and you change the WORK paraneter, you mnust:

allocation informati on as shown bel ow
0 Run cccPGEN
WORK 5 0 Run JCLGENU for DAILY (to regenerate DAILY) and, if
incremental update is enabled, | NCRccc
Then each of the multiple WORK files is allocated

usi ng the values fromthe WORKSPACE paraneter of When internal step restart is active, (RESTART YES), then,
prefix. M CS. PARMS(JCLDEF), as described earlier under when you change WORK and run cccPGEN, changes take effect
First Tine Inplenentation of Multiple Wrk Files. i mediately. There is no need to run JCLGENU.

To increase workspace, you can increase the nunber of
WORK files (for exanple, change WORK 5 to WORK 6, 7, 8, SASWORK
or 9), increase the space allocation in the WORKSPACE = -------
parameter, or do both.
This statenment is optional.
To decrease workspace, you can decrease the nunber of

WORK files (for exanple, change WORK 5 to WORK 4, 3, 2, The WORK DD statenent in the CA MCS procedures allocates
or 1), decrease the space allocation in the WORKSPACE a tenporary data set where SAS keeps its tenporary data
paraneter, or do both. files and other itens that SAS uses during processing of

the current job.
You can also elect to explicitly specify the multiple

WORK file space allocation by adding the space By default, the space allocated is defined in the nenber
all ocation values directly to the WORK statenent. This prefix. M CS. PARMS(JCLDEF) with the WORKSPACE and WORKUNI T
will remove the link to the prefix. M CS. PARMS(JCLDEF) paranmeters, then generated into all the JCL procedures for
WORKSPACE paraneter for multiple WORK file space a given unit.

allocation. This is recoomended as it serves to
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Wth the SASWORK statenent you have the option to override
this unit-wide definition to specify the space allocation
individually for the current step.

The format of the SASWORK statement is:
SASWORK dat a_set _al | ocati on_paraneters

where data_set_all ocation_paranmeters is one or nore data set
al l ocation paraneters (for exanple, STORCLAS or SPACE)
separated by spaces.

You can al so specify the SASWORK paraneter as the foll ow ng:
SASWORK XXX pppp SSSs
wher e:

XXX is TRK or CYL
pppp is the prinmary allocation
ssss is the secondary allocation

If you omt the data_set_allocation_paranmeters or the SASWORK
statenent, the WORK data set is allocated according to the
val ues you specified for the WORKUNI T and WORKSPACE
parameters in prefix.MCS. PARMS(JCLDEF). Use the

data_set _all ocation_paranmeters to override this default,
either to alter the space allocation or to use System Managed
Storage (SM5) parameters to control data set placenent and
characteristics.

Specify data set allocation paranmeters, separated by bl anks,
according to SAS LI BNAME statenent syntax. |f you need
multiple lines, repeat the SASWORK keyword on the
continuation |ine.

Exanpl e:

SASWORK STORCLAS=M CSTEMP SPACE=( XXX, ( pppp, sSSS))

wher e:

STORCLAS - specifies a storage class for a new data set.
The nanme can have up to 8 characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.

XXX - is TRK or CYL.

ppPpp - is the primary allocation.

SSSS - is the secondary allocation.

Note: |If you change the SASWORK paraneter, you mnust:

[0}
[0}

Run cccPGEN

Run JCLCGENU for

i ncrenment al

DAILY (to regenerate DAILY) and,

update is enabled, | NCRccc

i f
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Since nmultiple work files usage inpacts performance, this
product provides these optional parameters so you can
restrict nmultiple work files usage to only those files having
excessi ve space requirenents.

Note: You can only use one of these optional paraneters with
the WORK statenent, NOT both.

The MULTWORK paraneter restricts the use of multiple WORK
files to ONLY those listed after the MULTWORK keywor d.

MULTWORK fff fff ... fff
where fff is the unique three character identifier

If you need nultiple lines, repeat the MULTWORK on the
continuation |ine.

The NOMULT paraneter forces the use of nultiple WORK files
for all files EXCEPT those specified after the NOVMULT
keywor d.

NOMULT fff fff ... fff
where fff is the unique three character identifier

If you need multiple lines, repeat the NOMIULT on the
continuation |ine.

The default is
MULTWORK AVO AJB ADS ALC ASG
i f neither MULTWORK or NOMULT paraneters are specified.

The following files are eligible for nmultiple WORK support:

AVO Astex Vol unme Activity File

AJB Astex Job Exception File

ADS Astex Data Set Exception File
ALC Astex LCU Cache Activity File
ASG Astex Storage Group Activity File

CA M CS for CA-ASTEX Cui de
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This staterment is optional. Specify this to activate
internal step restart for this product's DAILY and/or | NCRccc
dat abase update job steps:

RESTART YES

If you do not specify or enable the RESTART paraneter, then
this option defaults to the following and internal step
restart is disabled:

RESTART NO

R R o b Sk S R Rk kb S R R R o kR R S R SRR o bk o

* *
* Note: Changing the RESTART paraneter (either from NO *
* to YES or from YES to NO requires regeneration *
* of the DAILY operational job by executing *
* prefix. M CS. CNTL(JCLGEND) or by specifying *
* DAILY in prefix. M CS. PARMS(JCLGENU) and *
* executing prefix.MCS. CNTL(JCLGENU) . *
* *
* *
* *
* *
* *

If incremental update is active for this product,
you nust al so regenerate the I NCRccc job.

R Rk I b S R SRRk Ik kb kO Rk S S R Rk O

Internal step restart can significantly reduce tine and
resource usage to recover fromdaily and/or increnental
update processing failures. CA MCS uses a
checkpoint/restart technique.

o When internal step restart is activated, the database
update job step "checkpoints" (or saves) internediate
results (work file contents) and the operational
environment at the end of each processing phase.

o Then, if required, the database update step can resune
execution at the beginning of the processing phase in
which the failure occurred.

0 Restart is acconplished by restoring the operational
environment fromthe | ast checkpoint, bypassing conpleted
processi ng phases, and resum ng execution using
intermediate results (work files) fromthe | ast
checkpoi nt .

Note: When you activate internal step restart (RESTART YES),

Section: 1.5.2.2 1-016




the following optional restart paranmeters are enabl ed. RESTART Consi derati ons
These paraneters have no effect if restart is disabled — -----------mmmommnonn-
(RESTART NO). For nore details, see the individual

paranmet er descriptions later in this section. o Over head

0 RESTARTCKPT data_set_al | ocati on_paramneters Enabling internal step restart adds sonme overhead to the
dat abase update job step -- the cost of taking

0 RESTARTWORK data_set _al |l ocati on_paraneters checkpoi nts and nanagi ng saved materials. Since this
overhead is relatively constant and i ndependent of input

o DYNAMMI T ninutes data volune, you may find that costs outwei gh potenti al

savi ngs when input data volume is low, for exanple in a
test unit. For high volume, production units, internal
Processi ng Phases: step restart support overhead should be a minor portion
------------------ of total resource usage.
Thi s product enpl oys three database update processing phases
followed by the two common roll-up phases. 0 Catal oged Wrk Fil es

Phase Descri ption When internal step restart is enabled, the SAS work data
------------------------------------------------------- set, internal step restart control data set, and nmultiple
work file data sets are allocated and catal oged with

FORVAT Read raw i nput data, convert to SAS per manent dataset nanes so they will be retained for use
format, and output to intermedi ate work inrestart if the step abends. These data sets are
files. del eted when the step conpl etes successful ly.

SORT Sort intermediate work file contents, Prior to enabling internal step restart support, these
elimnate duplicate input data, and data sets were probably allocated on system "scratch"
prepare for DETAIL cycle creation. space with a tenporary, system assigned data set nanes.

If your installation standards do not all ow "permanent"

DBUPDATE Merge data across optional multiple work data sets on DASD vol umes used for tenporary work space,
files, enhance data content, and create you may need to use the WORK, RESTARTCKPT, and
the new DETAIL cycl e. RESTARTWORK paraneters to direct the internal step

restart data sets to a generic unit or storage class that

DYSUM Summari ze DETAIL data to create new DAYS al l ows catal oged data sets.
cycles and to update current week-to-date
and nont h-to-date cycl es. o Dynami c Allocation

DYAGE Cut over new dat abase cycl es to production When internal step restart is active, dynam c allocation
and "age" existing cycles. is enployed for the work data sets. |If your installation

restricts dynanmic allocation of |arge, catal oged data
sets, you may need to use the WORK, RESTARTCKPT, and
RESTARTWORK paraneters to direct work data set allocation
to a generic unit or storage class where dynanic
allocation is allowed.

o Data Set Names

The SAS work data set, internal step restart control data
set, and nultiple work file data sets are allocated and
cat al oged according to the standard CA M CS unit database
data set nanme conventions. The default DDNAME and data
set names are:
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0 SAS work data set,
/1 cccXWORK DD DSN=pr efix. M CS. cccXVWORK, . . . ..

o Internal step restart control data set,
/1 cccXCKPT DD DSN=prefix. M CS. cccXCKPT, .. ...

o Multiple work file data sets,

[ 1 WORKnn DD DSN=prefix. M CS. cccWRKnn, .. ...
Since these data sets conformto the same data set nane
conventions as your existing CA MCS data sets, there

should be few, if any, data set nane related allocation
i ssues. However, it is possible to override the data set
nanes if required. Please contact CA M CS Product

Support for assistance if you nmust alter data set nanes.
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This statenment is optional.
override default

Specify the following to
data set allocation paraneters for the

internal step restart checkpoint data set:
RESTARTCKPT data_set_al l ocati on_paraneters
Note: RESTARTCKPT is ignored when you specify RESTART NO

The internal step restart checkpoint data set (or cccXCKPT
data set) contains processing status, control, and SAS
environnmental information for internal step restart

processi ng checkpoints. This includes a copy of the SAS WORK
format and nacro catal ogs, current macro variabl e val ues, and
a description of work files that may be needed to restart
DAYnnn processi ng.

By default, the cccXCKPT data set is allocated according to
the val ues you specified for the WORKUNI T and WORKSPACE
paranmeters in prefix.MCS. PARMS(JCLDEF). Specify RESTARTCKPT
to override this default, either to alter the space
allocation or to use System Managed Storage (SMS) paraneters

to control data set placenent and characteristics.
Note: If you allocate insufficient space for the cccXCKPT
data set, DAYnnn processing will fail and can only be

restarted fromthe begi nning.

Note: You can override the RESTARTCKPT data set allocation
paraneters at execution-tinme using the //PARMOVRD facility.
For nore informati on about execution-tine override of dynamc
data set allocation paraneters, see the PIOV section 2.3.6.

Specify data set allocation paranmeters, separated by bl anks,
according to SAS LI BNAME statenent syntax. |f you need

mul tiple lines, repeat the RESTARTCKPT keyword on the
continuation |ine.

RESTARTCKPT accepts the engi ne/ host options docunmented in the
SAS Conpani on for the z/OS Environment, including STORCLAS,
UNI T, SPACE, BLKSIZE, DATACLAS, MGAMICLAS, and VOLSER
Inportant! DO NOT SPECI FY THE DI SP PARAMETER

Exanpl e 1:

RESTARTCKPT STORCLAS=M CSTEMP SPACE=( xxXxX, (pp, SS),, , ROUND)

wher e:
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STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated, where:

xxxX i s TRK, CYL, or blklen
pp is the primary allocation
ss is the secondary allocation

and ROUND specifies that the allocated space be
"rounded" to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Exanple 2 (nultiple lines):

RESTARTCKPT STORCLAS=M CSTEMP UNI T=SYSDA
RESTARTCKPT  SPACE=( xxxX, (pp, SS), , , ROUND)

wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

UNI T - specifies the generic unit for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.

RESTARTWORK

This statenent is optional. Specify the following to
override default data set allocation paraneters for the

internal step restart WORK data set:
RESTARTWORK  data_set _al | ocati on_paraneters
Note: RESTARTWORK i s ignored when you specify RESTART NO

The internal step restart WORK data set (or cccXWORK data
set) contains the internediate work files that are not
enabled to nultiple work file support, including those files
you may have specified on the optional NOMIULT statenent.

By default, the cccXWORK data set is allocated according to
the values you specified for the WORKUNI T and WORKSPACE
parameters in prefix. M CS. PARMS(JCLDEF). Specify RESTARTWORK
to override this default, either to alter the space
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allocation or to use System Managed Storage (SMS) paraneters
to control data set placenent and characteristics.

Note: |If you allocate insufficient space for the cccXWORK
data set, DAYnnn processing will fail and can only be
restarted fromthe begi nning.

Note: You can override the RESTARTWORK data set allocation
paraneters at execution-tinme using the //PARMOVRD facility.
For nore information about execution-tine override of dynamc
data set allocation paraneters, see the PIOVM section 2.3.6.

Specify data set allocation paraneters, separated by bl anks,
according to SAS LI BNAME statenent syntax. |f you need

multiple lines, repeat the RESTARTWORK keyword on the
continuation |ine.

RESTARTWORK accepts the engi ne/ host options documented in
"SAS Conpanion for the z/OS Environnment”, including STORCLAS,
UNI T, SPACE, BLKSIZE, DATACLAS, MGMICLAS, and VOLSER
Inmportant! DO NOT SPECI FY THE DI SP PARAMETER
Exanpl e 1:

RESTARTWORK  STORCLAS=M CSTEMP SPACE=( xxxX, ( pp, SS),, , ROUND)
wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated, where:

xxxx i s TRK, CYL, or blklen
pp is the primary allocation
Sss is the secondary allocation
and ROUND specifies that the allocated space be
"rounded" to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Exanple 2 (nultiple lines):

RESTARTWORK  STORCLAS=M CSTEMP UNI T=SYSDA
RESTARTWORK  SPACE=( xxxX, ( pp, SS) ., , ROUND)

wher e:

STORCLAS - specifies a storage class for a new data set.
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UNI' T

SPACE

The name can have up to eight characters.

- specifies the generic unit for a new data set.
The name can have up to 8 characters.

- specifies how nuch di sk space to provide for
a new data set being allocated.

This statenment is optional. Specify this to enable
incremental update for this product:

I NCRUPDATE YES

If you do not specify or enable the | NCRUPDATE par aneter,
then this option defaults to this and increnmental update is
di sabl ed:

I NCRUPDATE NO

R O S I S S O O S S O
*

Changi ng t he | NCRUPDATE paraneter (either from NO *
to YES or from YES to NO requires regeneration

of the DAILY operational job by executing

prefix. M CS. CNTL(JCLGEND) or by specifying

DAILY in prefix. M CS. PARVS(JCLGENU) and

executing prefix.MCS. CNTL(JCLGENU) .

Not e:

(where ccc is the 3 character product ID).
Dependi ng on the options you select, you may al so
need to execute the cccl UALC and/or cccl UCDG

*
*
*
*
*
*
*
* I f you specify | NCRUPDATE YES, you nust al so
*
*
*
*
* j obs.

*

*

*
*
*
*
*
*
*
generate the I NCRccc, cccl UALC, and cccl UGDG j obs *
*
*
*
*
*
*

Rk R S b S R R ok Sk S b S R R IR R kS R S kR R

Incremental update can significantly reduce tinme and resource
usage in the DAILY job by letting you split out a nsjor
portion of daily database update processing into nultiple,
smal l er, increnmental updates executed throughout the day.

o Standard CA M CS database update processing involves (1)
readi ng and processing raw I nput data to generate DETAIL
and DAYS | evel CA M CS database files, followed by (2)
summari zation of DETAI L/ DAYS | evel data to update
week-to-date and nont h-to-date database files.

o Wen you activate increnental update:

- You can execute the first-stage processing (raw data
input to create DETAIL/DAYS files) nultiple tines
t hroughout the day, each tinme processing a subset of
the total day's input data.

- Then, during the final
DAILY job), the increnental

update of the day (in the
DETAI L/ DAYS files are

ri2 spP1
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"roll ed-up" to the database DETAIL and DAYS
ti mespans, and then summarized to update the
week-to-date and nonth-to-date files.

o Increnental update is independent of your internal step
restart or DBSPLIT specifications. You have the option
to performincrenental updates with or without internal
step restart support.

0 Increnental update is activated and operates
i ndependently by product. The increnental update job
for this product, INCRccc (where ccc is the product 1D),
can execute concurrently with the incremental update job
for another product in the sane unit database

o The CA M CS dat abase remai ns avail able for reporting and
anal ysi s during I NCRccc job execution.
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Note: CA MCS is a highly configurable system
supporting up to 36 unit databases, each of which
can be configured and updated i ndependently.
Incremental update is just one of the options you
can use to configure your CA MCS conpl ex.

Al efforts should be nade to enploy CA M CS
configuration capabilities to mnimze issues
prior to activating incremental update. For

exanpl e:

o Splitting work to multiple units is an
effective way to enabl e parallel database
updat e processing

* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* 0 Adjusting account code definitions to ensure *
* adequate data granularity while mnimzing *
* total database space and processing tine *
* *
* o Tailoring the database to drop neasurenents *
* and netrics of |esser value to your *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *
* *

data center, thereby reduci ng database update
processi ng and resource consunption

Wil e increnental update is intended to reduce
DAILY job elapsed tinme, total resource usage of
the conbined | NCRccc and DAILY jobs steps can

i ncrease due to the additional processing
required to naintain the incremental update
"to-date" files and for roll-up to the unit

dat abase. The increased total resource usage
will be nore noticeable with snall data vol unes,
where processing code conpile time is a greater
percent age of total processing cost.

R I S O S S O S

Note: When you activate incremental update (| NCRUPDATE YES)
the followi ng optional increnmental update paraneters are
enabl ed. These paranmeters have no effect if increnmenta
update is disabled (I NCRUPDATE NO. For nore details, see
the individual paraneter descriptions later in this section

o | NCRDB PERM TAPE/ DYNAM
0 | NCRDETAI L data_set_all ocati on_paraneters
o | NCRDAYS data_set_all ocation_paraneters

0 | NCRCKPT dat a_set _al | ocati on_paraneters
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data, and then roll-up the increnmental DETAIL/DAYS files
0 INCRSPLIT USE/ I GNORE dat a_set_al |l ocati on_paraneters to the database DETAIL and DAYS ti nespans and update the
week-to-date and nonth-to-date files.
I ncremental update processing reads and processes raw
measurenment data to create and nmaintain DETAIL and DAYS | evel

"to-date" files for the current day. I NCRUPDATE Consi der ati ons
0 These increnental update database files are nmintained on
uni que z/ OS data sets, independent of the standard CA M CS o Overhead
dat abase files, and independent of any other product's
i ncrenmental update database files. There is one data set I ncremental update is intended to reduce DAILY job
each for DETAIL and DAYS | evel "to-date" data and a single resource consunption and el apsed tine by offloading a
i ncremental update checkpoint data set for this product in maj or portion of database update processing to one or
this unit. nore executions of the INCRccc job. |In neeting this
obj ective, increnental update adds processing in the
o The increnental update DETAIL and DAYS files can be I NCRccc and DAILY jobs to accunul ate data from each
per manent DASD data sets, or they can be all ocated i ncremental update execution into the composite "to-date"
dynami cal ly as needed and del eted after DAILY job DETAI L and DAYS increnental update files, and al so adds
processing conpletes. Optionally, you can keep the processing in the DAILY job to copy the increnental
increnmental update DETAIL and DAYS files on tape, with update files to the unit database DETAIL and DAYS
the data being | oaded onto tenporary DASD space as ti mespans. The anount of this overhead and the savings in
needed for incremental update or DAILY job processing. the DAILY job are site-dependent, and will vary based on
See the | NCRDB PERM TAPE/ DYNAM option for nore i nput data volume and on the nunmber of tinmes INCRccc is
i nformation. execut ed each day.
After activating increnental update, you will use three In addition, activating increnental update will cause
incremental update facility jobs found in prefix.M CS. CNTL addi tional conpile-based CPU tine to be consuned in the
(Note that ccc is the product ID): DAYnnn DAILY job step. The increase in conpile tine is
due to additional code included for each file structure in
o ccclUALC support of the feature. This increase should be static
based on the scope of the CA MCS data integration product
You execute this job to allocate and initialize the interns of files. This conpile-tine increase does not
i ncrenmental update checkpoint file, and optionally the inmply an increase in elapsed or execution tine.
i ncremental update DETAIL and DAYS dat abase files. I ncremental update allows |/0O bound, intensive processing
cccl UALC is generally executed just ONE tine. (raw data inputting, initial CA MCS transfornmation, etc.)
to be distributed outside of the DAILY job. 1/0O
o cccl UGDG processing is the largest contributor to elapsed tinme in
| arge vol ume applications. Thus, the expected overall
You execute this job to add generation data group (GDG i mpact is a decrease in the actual runtime of the DAYnnn
i ndex definitions to your systemcatal og i n support of job step.
the I NCRDB TAPE option. ccclUGG is generally executed
just ONE time. 0 Increased "Prime Time" Wrkl oad
0 | NCRccc By offloading work fromthe DAILY job to one or nore
I NCRccc executions throughout the day, you are
This is the job you execute for each increnental update. potentially noving system workl oad and DASD work space
You will integrate this job into your database update usage fromthe "of f-hours," (when the DAILY job is
procedures for execution one or nore tines per day nornmal |y executed) to periods of the day where your
to process portions of the total day's measurenent data. systemresources are in highest demand. You shoul d
schedul e I NCRccc executions carefully to avoid adverse
Note: The DAILY job is run once at the end of the day. i mpact to batch or online workl oads. For exanple, if your
It will performthe final incremental update for the day's site's "prinme shift" is 8:00 AMto 5:00 PM you ni ght
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choose to schedul e increnmental updates for 7:00 AM (j ust
before "prime shift") and 6:00 PM (just after "prine
shift"), with the DAILY job executing just after mdnight.

I ncreased DASD Usage

The DASD space required for the increnmental update DETAIL
and DAYS database files is in addition to the DASD space
al ready reserved for the CA M CS database. By default,
the increnental update database files are pernanently

al | ocat ed, neking this DASD space unavail abl e for other
applications. |n general, you can assune that the

i ncremental update database files will require space

equi valent to two cycles of this product's DETAIL and
DAYS tinespan files.

Al ternatively, the incremental update database files can
be allocated in the first incremental update of the day
and del eted by the DAILY job (see the | NCRDB DYNAM opti on
later in this section). This approach reduces the anount
of tine that the DASD space is dedicated to increnenta
update, and lets the anmpunt of DASD space consuned

i ncrease through the day as you execute each increnental
updat e.

A third option is to store the increnental update

dat abase files on tape (see the | NCRDB TAPE option).
Wth this approach, the DASD space is required just for
the time that each incremental update or DAILY job step
is executing. Note that while this alternative reduces

the "permanent" DASD space requirenment, the total anount
of DASD space required while the increnental update or
DAILY jobs are executing is unchanged. |In addition, the

TAPE option adds processing to copy the increnental
update files to tape, and to reload the files fromtape
to disk.

Note: The incremental update checkpoint file is always a
permanently al located disk data set. This is a small data
set and shoul d not be an issue.

Oper ational Complexity

I ncrement al update expands your neasurenent data
managenent and job scheduling issues. You nust ensure
that each increnental update and the DAILY job processes
your neasurenent data chronologically; that is, each job
nmust see data that is newer than the data processed by the
prior job. By increnmentally updating the database, you
have nmore opportunities to miss alog file, or to process
a |l og out of order.

CA M CS for CA-ASTEX Cui de
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Interval End Effects

Each increnental update processes a subset of the day's
nmeasur enent data, taking advantage of early availability
of sone of the day's data, for exanple, when a
nmeasurenent log fills and switches to a new volune. This
can cause a problemif the neasurenent |og split occurs
while the data source is logging records for the end of a
neasurenent interval, thus splitting the data for a
singl e nmeasurenent interval across two log files. Wen
an incremental update processes the first log file, the
checkpoi nt high end timestanp is set to indicate that
this split neasurenent interval has been processed.

Then, when the rest of the neasurenent interval's data is
encountered in a later update, it can be dropped as
duplicate data (because data for this neasurenent

interval end timestanp has al ready been processed).

Appropriate scheduling of |og dunps and increnenta
updates can avoid this problem For exanple, if you plan
to run increnental updates at 7:00 AM and 6:00 PM you
could force a log dunp in the mddle of the neasurenent
interval just prior to the schedul ed increnental update
executions. This is an extension of the procedure you
may al ready be using for end-of-day neasurenent |og
processing. The objective is to ensure that all records
for each monitor interval are processed in the sane

i ncrement al update

Dynami c Al |l ocati on

When you activate increnental update and specify TAPE or
DYNAM for the | NCRDB paraneter, dynamic allocation is

empl oyed for the increnental update database files. |If
your site restricts dynanic allocation of |arge, catal oged
data sets, you must use the | NCRDETAIL and | NCRDAYS
parameters to direct incremental update data set
allocation to a generic unit or storage class where
dynanmic allocation is all owed.

Data Set Nanes

The increnental update database files are allocated and
cat al oged according to standard CA M CS unit database
data set nane conventions. The DDNAME and default data
set names are (where ccc is the product |ID):

0 Incremental update checkpoint file,
/11 UCKPT

o Incremental update DETAIL
/ /1 UDETAI L DD DSN=prefix.MCS.ccc. | UDETAIL,.....

ri2 spP1
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0 Incremental update DAYS
/ /| UDAYS DD DSN=prefix. M CS. ccc. | UDAYS, .. ..

Since these data sets conformto the sane data set nane
conventions as your existing CA MCS data sets, there

should be few, iIf any, data-set-nane-related allocation
i ssues. However, it is possible to override the data set
names if required. Contact Technical Support at

http://ca.conf support for assistance if you nmust change
data set nanes.

ri2 SPi CA M CS for CA-ASTEX Cui de

This statement is optional. The default is this:
| NCRDB PERM
Note: |INCRDB is ignored when you specify | NCRUPDATE NO.

Specify this statement or take the default, to keep the
i ncrenental update database DETAIL and DAYS files on
permanently all ocated DASD data sets:

| NCRDB PERM

Execute the prefix. MCS. CNTL(cccl UALC) job to allocate the
i ncremental update database files.

RE R R o S R R Ik bk S S Rk Sk kS Rk R b o Sk kS R R Rk kb o

* *
* Note: The increnental update checkpoint file is always *
* a permanently allocated DASD data set. *
* *

ERE R S S S I O S S O R S I

Specify this to offload the increnental
DAYS files to tape between increnental

updat e DETAIL and
updat e executi ons:

I NCRDB TAPE #gdgs UNI T=nane

Wth the TAPE option, the increnental update DETAIL and DAYS
DASD data sets are dynamically allocated at the begi nning of
the incremental update job or DAILY job step, and then are
deleted after the job step conpl etes.

o The first incremental update job of the day allocates
and initializes the incremental update database files.
At the end of the job, the DETAIL and DAYS files are
copied to a new (+1) generation of the increnental
update tape data sets. Then the DASD files are del eted.

0 Subsequent increnental update jobs restore the DASD
i ncrenmental update database files fromthe current, (0)
generation, increnental update tape data sets before

processing the i nput neasurenent data. At the end of
the job, the DETAIL and DAYS files are copied to a new
(+1) generation of the incremental update tape data
sets. Then the DASD files are del eted.

o0 The DAILY job step also restores the DASD i ncrenent al
updat e database files fromthe (0) generation tape files
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bef ore processing the input data, but does NOT copy the
i ncremental update database files to tape. Thus, the
DAILY job actually creates a new, null (+1) generation.

0 Use the #gdgs paraneter to specify the maxi mum nunber of
incremental update tape generations. The mininumis 2 and
the maximumis 99, with a default of 5. Set the nunber of
generations equal to or greater than the nunber of
i ncremental updates, including the DAILY job you plan to
execute each day. This facilitates restart and recovery
if you encounter problens requiring you to reprocess
portions of the daily measurenment data.

0 Use the optional UN T=nane paraneter to specify a tape
unit nanme for the incremental update database out put
tapes. The default is to use the sane tape unit as the
i nput tapes.

o A special index nust be created in your systemcatal og for
each of the increnental update tape data set generation
data groups. The prefix. M CS.CNTL(cccl UGDG) job will

generate the statements to create the increnental update
GDG i ndex definitions.
- Before each index is built, it is deleted. These DLTX

(or DELETE) statenents causes an error nessage if no
entry exists. This is done so that you can change the
nunber of entries w thout having to del ete each of the
i ndex entries.
- DLTX and BLDG (or DELETE and DEFINE) fail if there is a
catal oged data set with the sane index. | DCAMS issues
a nessage and gives a return code of 8 This issue is
not a problemfor non-GG entries or if the GDG al ready
has the desired number of entries.

- If you want to change the nunber of entries kept in a
GG with catal oged data sets, do the foll ow ng:

1. Uncatal og any existing entries in the GDG
2. Delete the index with a DLTX (or DELETE).
3. Create the index with a BLDG (or DEFI NE).
4. Catalog any entries that are uncataloged in step 1.

o0 The increnental update tape data set names are as foll ows,
where ccc is the product ID:

- Incremental update tape DETAIL file
t apeprefix. M CS. ccc. | UXTAPE. GhnnnV0O

- Incremental update tape DAYS file
t apeprefi x. M CS. ccc. | UDTAPE. GhnnnV0O
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* *
* Note: The I NCRDETAIL and | NCRDAYS paraneters are *
* requi red when you specify | NCRDB TAPE. *
* *

RE R R R o S R Rk o bk S b R R R R R o kR R Rk Sk b o O R

Specify this paraneter to allocate dynamcally the

i ncrenental update DETAIL and DAYS DASD data sets in the
first increnental update of the day, and then del ete these
data sets at the end of the DAILY job step:

| NCRDB DYNAM

o Wth this option, no space is used for the increnental
updat e database files during the tine between the end of
the DAILY job step and the beginning of the next day's
first increnental update.

o Wth this approach, you can set the data set allocation
parameters so that the increnental update DETAIL and DAYS
data sets start out with a mninmumallocation and then
grow t hrough secondary all ocations as nore space is
requi red for subsequent increnmental updates. For exanple,
enough space for one incremental update.

R R o kR Ik kb S R R o R I R R Rk kb O SRk ko

* *
* Note: The I NCRDETAIL and | NCRDAYS paraneters are *
* requi red when you specify | NCRDB DYNAM *

LR R S

Section: 1.5.2.2




This staterment is required if you specify either of these:
| NCRDB TAPE

| NCRDB DYNAM

this statenent There is no defaul t.

O herw se, is optional.

Specify this to define data set allocation paranmeters for the

i ncremental update DETAIL data set (1 UDETAIL):
| NCRDETAI L dat a_set _al | ocati on_paraneters
Note: |INCRDETAIL is ignored when you specify | NCRUPDATE NO

The increnmental update DETAIL data set (I UDETAIL) contains
the current increnmental update detail-Ievel database files,
and the DETAIL "to-date" data for the current daily update
cycle. You should allocate DASD space equivalent to two
cycles of this product's DETAIL tinespan data.

If you specified | NCRDB PERM (the default), your | NCRDETAIL
par amet er specifications are used in generating the cccl UALC
job (where ccc is the product ID).

o You wll
initialize the increnental
files.

execute the ccclUALC job to allocate and
updat e dat abase and checkpoi nt

0o Onmt the INCRDETAIL paraneter if you prefer to specify
data set allocation paraneters directly in the generated
prefix. M CS. CNTL(cccl UALC) j ob.

If you specified | NCRDB TAPE or
par amet er specifications are used in increnental
DETAI L data set dynamic allocation during increnental
or DAILY job step execution.

| NCRDB DYNAM your | NCRDETAI L
updat e
updat e

0 The | NCRDETAIL paraneter is required for the TAPE or
DYNAM opti on.

0 Specify data set allocation paranmeters, separated by
bl anks, according to SAS LI BNAME statenent syntax. |If
you need multiple lines, repeat the | NCRDETAI L keyword
on the continuation line.

0 | NCRDETAIL accepts the engi ne/ host options docunmented in
t he SAS Conpani on for the z/OS Environnment, including

ri2 SPi CA M CS for CA-ASTEX Cui de

STORCLAS, UNIT, SPACE, BLKSIZE, DATACLAS, MAMICLAS, and

VOLSER

I nportant! DO NOT SPECI FY THE DI SP PARAMETER.

0 You can override the I NCRDETAIL data set allocation
paraneters at execution-tinme using the //PARMOVRD
facility. For nore information about execution-tine

override of dynami c data set allocation paraneters, see
the PIOVM section 2.3.6.

Exanpl e 1:
| NCRDETAI L ~ STORCLAS=M CSTEMP SPACE=( xxxX, ( pp, SS),, , ROUND)
wher e:
STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.
SPACE - specifies how nuch di sk space to provide for
a new data set being allocated, where:
xxxx i s TRK, CYL, or blklen
pp is the primary allocation
Ss is the secondary allocation

and ROUND specifies that the allocated space be
"rounded" to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Exanple 2 (nultiple lines):

| NCRDETAI L ~ STORCLAS=M CSTEMP UNI T=SYSDA
| NCRDETAI L SPACE=( xxxX, (pp, SS),, , ROUND)
wher e:
STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.
UNI'T - specifies the generic unit for a new data set.
The name can have up to eight characters.
SPACE - specifies how nuch di sk space to provide for

a new data set being allocated.
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This staterment is required if you specify either of these:
| NCRDB TAPE

| NCRDB DYNAM

this statenent There is no defaul t.

O herw se, is optional.

Specify this to define data set allocation paranmeters for the

i ncrenental update DAYS data set (| UDAYS):
| NCRDAYS dat a_set _al | ocati on_paraneters
Note: | NCRDAYS is ignored when you specify | NCRUPDATE NO.

The increnmental update DAYS data set (I UDAYS) contains the
current increnental update days-level database files, and the
DAYS "to-date" data for the current daily update cycle. You
shoul d al | ocate DASD space equivalent to two cycles of this
product's DAYS tinmespan data.

If you specified | NCRDB PERM (the default), your | NCRDAYS
par amet er specifications are used in generating the cccl UALC
job (where ccc is the product ID).

0 You will execute the ccclUALC job to allocate and
initialize the increnental update database and checkpoi nt
files.

o0 Onmt the I NCRDAYS paraneter if you prefer to specify
data set allocation paraneters directly in the generated
prefix. M CS. CNTL(cccl UALC) j ob.

If you specified | NCRDB TAPE or | NCRDB DYNAM vyour | NCRDAYS
paramet er specifications are used in increnental update DAYS
data set dynamic allocation during increnental update or
DAILY job step execution.

0 The | NCRDAYS paraneter is required for the TAPE or DYNAM
opti on.

0 Specify data set allocation paranmeters, separated by
bl anks, according to SAS LI BNAME statenent syntax. |If
you need multiple lines, repeat the | NCRDAYS keyword on
the continuation line.

0 | NCRDAYS accepts the engine/ host options docunented in the
SAS Conpani on for the z/GS Environnent, including
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STORCLAS, UNIT, SPACE, BLKSIZE, DATACLAS, MAMICLAS, and

VOLSER

I nportant! DO NOT SPECI FY THE DI SP PARAMETER.

0 You can override the | NCRDAYS data set allocation
paraneters at execution-tinme using the //PARMOVRD
facility. For nore information about execution-tine

override of dynami c data set allocation paraneters, see
the PIOM Section 2.3.6.

Exanpl e 1:
| NCRDAYS STORCLAS=M CSTEMP SPACE=( xxxX, ( pp, SS),, , ROUND)
wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated, where:

xxxx i s TRK, CYL, or blklen
pp is the primary allocation
Ss is the secondary allocation

and ROUND specifies that the allocated space be
"rounded" to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Exanple 2 (nultiple lines):

| NCRDAYS STORCLAS=M CSTEMP UNI T=SYSDA
I NCRDAYS SPACE=( xxxX, (pp, SS),, , ROUND)
wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

UNI'T - specifies the generic unit for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.
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This statement is optional. Specify this to override default
data set allocation parameters for the increnental update
checkpoi nt data set:

I NCRCKPT data_set _al |l ocati on_paraneters

Note: | NCRCKPT is ignored when you specify | NCRUPDATE NO.

The incremental update checkpoint data set tracks increnental
update job status and the data that has been processed during
the current daily update cycle. The increnmental update
checkpoint is used to detect and bl ock the input of duplicate
data during incremental update processing. This data set
will be exactly the sane size as prefix. M CS. CHECKPT. DATA
(the unit checkpoint data set), usually 20K to 200K dependi ng
on the prefix. M CS. PARVMS(SI TE) CKPTCNT paraneter (100-9999).

Your | NCRCKPT paraneter specifications are used in generating
the cccl UALC job (where ccc is the product |ID).

0 You will execute the ccclUALC job to allocate and
initialize the incremental update checkpoint file. |If you
specified | NCRDB PERM then the cccl UALC job will also

all ocate the increnental
files.

updat e DETAIL and DAYS dat abase

0 By default the increnmental update checkpoint data set is
al | ocated as SPACE=(TRK, (5,2)) using the value you
specified for the prefix. M CS. PARVS(JCLDEF) DASDUNI T
par anet er .

0 Orit the INCRCKPT paraneter if you prefer to override data
set allocation paraneters directly in the generated
prefix. M CS. CNTL(cccl UALC) j ob.

Specify data set allocation paraneters, separated by bl anks,
according to SAS LI BNAME statenent syntax. If you need
multiple lines, repeat the I NCRCKPT keyword on the
continuation |ine.

I NCRCKPT accepts the engi ne/ host options docunented in the
SAS Conpanion for the MVS Environnent, including STORCLAS,
UNI T, SPACE, BLKSIZE, DATACLAS, MAMICLAS, and VOLSER

I nportant! DO NOT SPECI FY THE DI SP PARAMETER
Exanpl e 1:
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I NCRCKPT

wher e:
STORCLAS -

SPACE -

STORCLAS=M CSTEMP SPACE=( XxXXX, (pp, SS), , , ROUND)

specifies a storage class for a new data set.
The name can have up to eight characters.

speci fi es how nmuch di sk space to provide for
a new data set being allocated, where:

xxxxX i s TRK, CYL, or blklen
pp is the primary allocation
Ss is the secondary allocation

and ROUND specifies that the all ocated space be
"rounded” to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Example 2 (multiple lines):

I NCRCKPT
I NCRCKPT

wher e:
STORCLAS -

UNI'T -

SPACE -

STORCLAS=M CSTEMP UNI T=SYSDA
SPACE=( xxxX, ( pp, SS),, , ROUND)

specifies a storage class for a new data set.
The name can have up to eight characters.

specifies the generic unit for a new data set.
The name can have up to eight characters.

speci fies how nuch di sk space to provide for
a new data set being all ocated.
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This statenment is optional and defaults to this:

I NCRSPLI T | GNORE

Specify the following if you want the incremental update job
for this product to get input nmeasurenent data fromthe

out put of the SPLITSMF job. The optional

data_set_al l ocation_paranmeters are used by the SPLI TSM- job
when creating the neasurenent data file for this product.

INCRSPLIT USE data_set_allocation_paraneters

Note: INCRSPLIT is ignored when you specify | NCRUPDATE NO.
This option would be used when nultiple products in a
single unit database are enabled to Increnental update. The
SPLI TSMF job perforns the sane function for increnental
update jobs as the DAILY job DAYSMF step perforns for the
DAYnnn dat abase update steps.

0 The SPLITSMF job dynamically allocates, catal ogs, and
popul ates prefix. M CS.ccc.| USPLTDS data sets for each
product in the unit database for which you specified both
t he | NCRUPDATE YES and | NCRSPLI T USE paraneters. These
data sets are then deleted after processing by the
appropriate I NCRccc job.

o Specify data set allocation paranmeters, separated by
bl anks, according to SAS LI BNAME statenment syntax. |f you
need nmultiple lines, repeat the I NCRSPLIT keyword on each
continuation line.

0 |INCRSPLIT accepts the engi ne/ host options docunented in
the SAS Conpani on for the MWS Environment, including
STORCLAS, UNIT, SPACE, BLKSIZE, DATACLAS, MAMICLAS, and
VOLSER

Important! DO NOT SPECI FY THE DI SP PARAMETER

Specify the followi ng or accept the default if you want the
incremental update jobs for this product to get their input
measurenent data fromthe data sets specified in the | NPUTccc
(or I NPUTSMF) nmenber of prefix. M CS. PARVS:

I NCRSPLIT | GNORE

When you specify INCRSPLIT | GNORE, this product will NOT
participate in SPLI TSMF job processing.
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Exanpl e 1:
I NCRSPLI T USE STORCLAS=M CSTEMP SPACE=( xxxX, (pp, SS),, , ROUND)

wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated, where:

xxXxX is TRK, CYL, or blklen
pp is the primary allocation
Ss is the secondary allocation

and ROUND specifies that the allocated space be
"rounded" to a cylinder boundary when the unit
specified was a block length. ROUND is ignored
with the TRK or CYL options.

Exanple 2 (nultiple lines):

INCRSPLIT USE STORCLAS=M CSTEMP UN T=SYSDA
I NCRSPLI T SPACE=( xxxx, (pp, sS), , , ROUND)
wher e:

STORCLAS - specifies a storage class for a new data set.
The name can have up to eight characters.

UNI'T - specifies the generic unit for a new data set.
The name can have up to eight characters.

SPACE - specifies how nuch di sk space to provide for
a new data set being allocated.
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DYNAMMAI T
This statenment is optional. Specify the follow ng:
DYNAMMI T m nut es

to override the default ampunt of time, in mnutes, the DAILY
and/or INCRccc job will wait for an unavail abl e data set.
Note: This optional parameter is not normally specified.
The system default is adequate for npbst data centers.

Internal Step Restart and Increnmental Update facilities use
z/ OGS dynanic allocation services to create new data sets and
to access existing data sets. Data set naming conventions
and internal programstructure are designed to minimze data
set contention. However, if data set allocation does fail
because another batch job or online user is already using a
data set, DAILY and/or I NCRccc processing will wait 15
seconds and then try the allocation again. By default, the
allocation will be attenpted every 15 seconds for up to 15
mnutes. After 15 nminutes, the DAILY or INCRccc job wll
abort.

If data set contention in your data center does cause
frequent DAILY or INCRccc job failures, and you are unable to
resol ve the contention through scheduling changes, you may
want to use the DYNAMMI T paranmeter to increase the maxi mum
nunber of mnutes the DAILY and/or I NCRccc jobs will wait for
the data set to beconme avail abl e.

On the other hand, if your data center standards require
that the DAILY and/or INCRccc jobs fail imediately if
required data sets are unavail able, specify the follow ng:

DYNAMMI T 0

You can override the DYNAMMI T paraneter at
execution-tinme using the //PARMOVRD facility. For
nore i nformati on about execution-tine override of
dynami c data set allocation parameters, see the PIOV
section 2.3.6.
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1.5.2.3 - I NPUTRDR and | NPUTAST PARMS Menber s

The prefix. M CS. PARMS nenbers | NPUTRDR and | NPUTccc are used
to specify the input data for the Data Integration

Appl i cation component step.

To determ ne whether | NPUTccc or | NPUTRDR or both are used,

revi ew t he DAYSMF, SMFRECORDI NG and SMFDRCTR speci fications
in prefix.MCS. PARMS(JCLDEF). Consider the follow ng table
and comments for the row

PARAMETER | NPUTRDR I NPUTccc
ROW I N JCLDEF WHERE USED WHERE USED
1 DAYSMF OFF Not Used Each Conp Step
2 DAYSMF FI LE(S) DAYSMF St ep Not Used
3 Only 1 SMF Conp Conp Step Not Used
4 SMFDI RECTOR Not Used Conmp Step
5 DAYSMF EXCLUDE ccc Not Used Conp ccc Step
6 SMFRECORDI NG ccc It depends Conp ccc Step
Row 1: Wen DAYSMF OFF is specified in JCLDEF, then the

prefix. M CS. PARMS( | NPUTccc) nenmber is used for each conponent

st ep.

Row 2: \When DAYSMF FI LES PERVANENT or TEMPCRARY is specified
in JCLDEF, the prefix. M CS. PARMS(| NPUTRDR) menber is used in
DAYSMF.

Row 3: If there is only one SMF recording conponent in this
unit, DAYSMF will not be generated and the conponent step
with SMF input data will use the prefix. M CS. PARMS(| NPUTRDR)
nmenber .

Row 5: If the use of DAYSMF EXCLUDE ccc results in only one
conponent renai ning as DAYSMF el igible, DAYSMF will

automatically be deactivated, and row 1 applies.
Row 6: Sone conponents accept data from both SMF and non- SMF
sources, such as CIC and VCA. In this case, the conponent
may optionally input data fromthe | NPUTRDR nenber, but will
al ways include the INPUTccc menber. Refer to the conponent's
gui de.

For details on the DAYSMF paraneters, see PIOM section
2.3.3.2.1, JCL Option Definitions (JCLDEF).

For details on deactivating DAYSM-, see Pl OM section 5. 10,
Renmovi ng the DAYSM- Step fromthe DAILY Job.

The follow ng sections describe how to specify the input data
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set JCL definitions. 1.5.2.3.1 - | NPUTRDR PARMS Menber JCL Definition

1 - I NPUTRDR PARMS Menber JCL Definition The | NPUTRDR nmenber of prefix. M CS. PARMS defines the DD

2 - | NPUTAST PARMS Menmber JCL Definition statenents that specify the SMF input data for all products
in the units that use SMF data. The | NPUTSMF DD statenents
are used by the DAYSMF step, which reads and splits the SMF
data into separate files, one for each CA M CS product.

The | NPUTRDR nenber defines the input SMF data sets when
DAYSMF FI LES PERMANENT or TEMPORARY is specified in the
prefix. M CS. PARMS(JCLDEF) nenber.

An | NPUTSM- DD statenment is required for each SMF data
source. A worksheet for preparing the | NPUTRDR nenber is
provi ded below. If you change the contents of the | NPUTRDR
menber, you nmust regenerate the CA M CS DAILY job using
either JCLGENU or JCLGEND in prefix. M CS. CNTL.

For exanple, if you want to read your SMF data froma data
set named SMF. DAI LY. DATA, you woul d change the | NPUTRDR
menber to contain the nane of the SMF data set as foll ows:

/1 I NPUTSMF DD DI SP=SHR, DSN=SMF. DAI LY. DATA

If there is only one SMF recordi ng conponent in this unit,
DAYSMF wi Il not be generated and the conponent step with
SMF i nput data will use the prefix. M CS. PARMS( | NPUTRDR)
menber directly.

I f DAYSMF has been deactivated by the DAYSMF OFF st at enent
specified in the prefix. M CS. PARMS(JCLDEF) nenber, then each
conponent step will read its input fromtheir corresponding
prefix. M CS. PARMS( | NPUTccc) nenber.

ri2 SPi CA M CS for CA-ASTEX Cui de Section: 1.5.2.3 1-031




ri2 spP1

o o m e e e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mmmeme oo +
I NSTALLATI ON PREPARATI ON WORKSHEET: SMF | nput DD Statenents
PARMS Li brary Menber is | NPUTRDR
e T s +
This definition is required to specify the DD statenent for SMF data
which will be read by the DAILY CA MCS job.
1@
/1 @ WARNI NG ALWAYS MAKE CHANGES | N PARMS(| NPUTRDR) AND NOT
@ &CNTL( DAI LY) .
/1@ CHANGES MADE TO &CNTL( DAI LY)
/1@ WLL BE GONE WHEN DAI LY REGENERATED BY JCLGEN.
1@
/11 NPUTSMF DD DI SP=SHR, DCB=BUFNO=3, DSN=
I DD DI SP=SHR, DCB=BUFNGO=3, DSN=
B +
Figure 1-1a. | NPUTRDR JCL Definition Wrksheet
CA M CsS for CA-ASTEX Cui de Secti on:
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1.5.2.3.2 - I NPUTAST PARMS Menber JCL Definition

The | NPUTAST nmenber of prefix. M CS. PARMS contains the DD
statenents to specify the input data for the CA M CS Hardware
and SCP Anal yzer. The //INPUTIDB DD, the //INPUTSMF DD, and,
optionally, the //SMFDRCTR DD statements are used by the
DAY097 step of the DAILY job.

The | NPUTAST nenber contains the input SM-/ I DB data sets when
ANY of the following JCLDEF options is used:

o DAYSM- OFF is specified

0 SMFDRCTR/ SMFDI RECTOR AST i s specified

o DAYSMF EXCLUDE AST is specified
A //1INPUTIDB DD statenment is required when the input data
source is an ASTEX I DB file.

A / /1 NPUTSM- DD st at enent
source i s SMF dat a.

is required when the input data

A |/ SMFDRCTR DD st at enent
Director split

is only required when CA SMF
i ndi ces are used.

A wor ksheet for preparing the | NPUTAST nenber is provided
bel ow in Figure 1-1b.

If you change the contents of the | NPUTAST nenber, you nust
regenerate the CA M CS DAILY job using either JCLGENU or
JCLCGEND in prefix.M CS. CNTL.

The | NPUTAST nenber contains the JCL necessary to allocate a
local IDB, a transmtted copy of a renote IDB, or the PMCFLAT
out put from an unl oaded | DB (PMCFLAT is required when using
an | DB created by ASTEX Version 2.0 or |ater).

The ASTEX IDB files must use the ddnane INPUTIDB. |If there
are multiple I1DB files for input, concatenate them together
on the one DD statenent. |[If you are running ASTEX Version
2.0 or later, as well as pre-2.0 versions, |1DBs and PMCFLAT
files may be concatenated if they have the sanme bl ock size.

Refer to nmenber PMCFLAT in your ASX. CNTL data set for

i nformati on about the PMCFLAT utility. Note the DAYS
paraneter nay be used to reduce the anmount of data witten by
PMCFLAT, which shoul d reduce the amount of duplicate data
dropped in the CA MCS DAILY job and inprove processing
times. Mddify your job scheduling systemto nmake sure
PMCFLAT runs each day before the CA M CS DAILY job.
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The contents of prefix. M CS. PARMS(| NPUTAST) are included in
the CA MCS DAILY update JCL even if NODB is specified on

the OPTIONS statenent. 1In this case, be sure that | NPUTAST
contains coments only.

NOTE: |If your site has CA SMF Director installed, you can

use it to extract specific SMF record types and subtypes at
SMF dunp time. For nore details on this product feature see
section 1.4.2.1, CAMCS and CA SMF Director Interface, of

this guide.
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| NSTALLATI ON PREPARATI ON WORKSHEET: | NPUTAST JCL Definitions
PARMS Li brary Menber is | NPUTAST

This definition is required to specify the DD statenent for data
that will be read by the DAILY CA MCS j ob.

@

@ WARNI NG ALWAYS MAKE CHANGES | N PARMS( | NPUTAST) AND NOT

@ &CONTL( DAI LY) .

@ CHANGES MADE TO &CNTL( DAI LY)

@ W LL BE GONE WHEN DAI LY REGENERATED BY JCLGEN.

@

2

PUTI DB DD DI SP=SHR, DCB=BUFNO=5, DSN=

DD DI SP=SHR, DCB=BUFNO=5, DSN=

2@

MFDRCTR DD DI SP=SHR, DCB=BUFNO=5, DSN=

—~— e~ —
e

DD DI SP=SHR, DCB=BUFNO=5, DSN=

Figure 1-1b. I NPUTAST JCL Definition Wrksheet
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1.5.2.4 - Code the Application Code Derivation Exit (ASTAURT)

The ASTEX Job Exception file (ASTAJB) has an application code
el ement (ASTAPU) in its summarization sequence. This el ement
allows you to classify batch jobs for differentiation at

hi gher tinmespans where JOBNAME is no | onger available. This

application elenment is derived in the ASTAURT exit located in
prefi x. M CS. PARMS. Because each installation is unique, you

must code this exit based on installation specific

i nfornation.

The first step to coding ASTAURT is to understand the JOBNAME
and performance group nunmber standards that are in effect at
your installation. W reconmmend that you use these two
fields to set a value for the ASTAPU fi el d.

The classic case is to extract the application identifier out
of the JOBNAME. This is possible when the JOBNAME st andards
are that this application identifier is of a given |length and
at a given offset in the JOBNAMVE. For exanple, numerous
shops require that the first three bytes of the JOBNAME
identify the application. Therefore, payroll jobs all start
with the prefix PAY and inventory jobs all start with I NV

In this case, code the ASTAURT exit to extract the
application identifier fromthe first three bytes of the
JOBNAME

Anot her comon net hodol ogy is to use the batch job's
performance group to indicate whether the job is test or
production. This can be achi eved when test batch jobs use
di fferent performance groups than production batch jobs. In
this case, you can code ASTAURT to base the ASTAPU field on
the jobs status.

Exanpl e 1: Your JOBNAME standards require that the
application identifier is always the first three bytes of
JOBNAME.  You shoul d use this application identifier in
ASTAPU.

ASTAPU = SUBSTR(JOB, 1, 3);

Exanple 2: Your installation runs all test jobs in
performance group 5 while all production jobs run in
per formance groups 10 through 15.

| F PERFGRP EQ 5 THEN ASTAPU = ' TEST' ;
ELSE ASTAPU = ' PROD ;

Exanmpl e 3: You want to differentiate between test and
production jobs for each application group. Because the
ASTAPU field is 12 bytes long, you will use the first three
bytes of the ASTAPU field as an application identifier and

bytes 4 through 7 as an indicator of whether the job is
test or production.

ASTAPU = SUBSTR(JOB, 1, 3);
| F PERFGRP EQ 5 THEN SUBSTR(ASTAPU, 4, 4) = ' TEST';
ELSE SUBSTR(ASTAPU, 4, 4) = ' PROD
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1.5.2.5 - Database Space Model i ng ( DBMODEL)

Dat abase space nodeling all ows you to determ ne the nunber of
tracks of DASD space required for the CA MCS database. See
Section 2.3.4 (and its subsections) of the CA MCS Pl anni ng,

Installation, Operation, and M ntenance Guide (PIOM for a

conpl ete description of the process.

The FILE statenent in prefix. M CS. PARMS(DBMODEL) is required
for database space nodeling. The default FILE statenents are
generated fromthe CYCLES statements in

shar edprefi x. M CS. GENLI B(ASTGENIN) and copied to

prefix. M CS. PARMS( DBMODEL) when a new unit is generated or
the product is added to an existing unit.

Data Retention Specifications (FILE Statenents)

Data retention specifications tell the CA MCS database how
many cycles of data to save for each file in each supported
ti mespan, for both online and archive node.

The default retention period for each file is showm in Figure
1-2 as it will appear in DBMODEL. If '00' shows as the
retention value for the timespan, the file is not supported
in the timespan. To add support, you nust perform database
tailoring as described in Chapter 6 of the CA MCS System
Modi fi cation Cuide.

Archi ve
Cut-O f

FI LE AST ASTADS 03 00 00 06 00 00 000 000
FI LE AST ASTAJB 03 00 00 06 00 00 000 000
FI LE AST ASTALC 00 10 09 06 00 00 000 000
FI LE AST ASTASG 00 10 09 06 00 00 000 000
FI LE AST ASTAVO 01 03 04 06 00 00 052 024

Figure 1-2. Default File Retention Periods
Revi ew t he above FILE retention specifications and adj ust as
required for your site before running a CYCLEGEN.

To actually performthe space nodeling, subnmit the jobs as
described in Section 2.3.4.2 of the PIOM
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1.6 - Installation and Qperation

Be sure to review Sections 1.4 and 1.5 of this guide before
proceeding to the installation checklists in the CA MCS

Pl anni ng, Installation, Operation, and Mi ntenance Gui de
(PIOVM. These sections provide hel pful information about the
data sources and the input paranmeters you will need to supply
for proper installation of this application extension.

We recommend initially installing this application extension
ina TEST unit. Select about one hour of representative
nmeasur enent data for each ASTEX i nput source. Analysis of
the data in the TEST unit can provide useful information for
codi ng the DATA statements in DBMODEL (Section 1.5.2.5 of
this guide). After tests are conplete, install this product
in your production CA MCS environnent.

If you prefer to limt the ambunt of data set and job data in
CA MCS, there are two ways to do so:

0 Decrease the nunber of data sets and jobs ASTEX nanages

To decrease the nunber of data sets and jobs nanaged by
ASTEX, nodify the M.SIZE paraneters in ASTEX. ASTEX will
work fromthe top down in deciding which data sets and jobs
not to manage, meaning that the busiest data sets and jobs
will be nanaged. Note: this nethod decreases the data

set and job data in both ASTEX and CA M CS.

0 Delete or consolidate volume-specific I/0O

To del ete or consolidate vol une-specific I/O (I/Oto the
vol une VTOC and the volunme WDS), create a USRSADS user
exit in prefix. M CS. USER SOURCE using the guidance provided
in Sections 4.3.1 (coding restrictions) and 4.3.1.2 (coding
indirect exits) in the CA MCS System Mdification Guide.
Contact the CA MCS Product Support Goup if you need
assistance in inplenenting this exit.

If you plan to install this product in an existing database
unit, follow the checklist in Section 3.8.2 of the PIOM

If you plan to install this product in a new database unit,
follow the checklist in Section 3.8.3 of the PIOM

The CA M CS Application Extension for ASTEX executes as step
097 in operational jobs. There will be a step in the DAILY,
WEEKLY, MONTHLY, and YEARLY jobs for this product.

Thi s section contains the foll owi ng subsections:

1 - Change the Nunber of Work Files for DAY097

Enabl e Internal Step Restart

| npl enment

I ncrement al Updat e
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1.6.1 -

Change the Nunber of Work Files for DAY097

To change the number of work files used in CA MCS Astex

Appl i cation Extension processing in Step DAY097,

follow the

checkl i st provided bel ow for each unit.

See Section 1.5.2.2 of this guide for a detailed description
of the statenent syntax.

R R I S o O S O O S O O I

*
*
*

*

CHANGE NUMBER OF WORK FI LES *

*

R S O S O O

1.

Update the WORK statenent in

prefix. M CS. PARMS(cccOPS), where (ccc) is the
conponent identifier, to specify the nunber of work
data sets required. Below is an exanple:

WORK n STORCLAS=M CSTEMP SPACE=( XXX, ( pppp, $sSS))

wher e:

n - is the nunber of WORK data sets.

STORCLAS - specifies a storage class for a new data
set. The nane can have up to eight
characters.

SPACE - specifies how nuch di sk space to provide
for a new data set being allocated.

XXX - is TRK or CYL.

PPPP - is the primary allocation.

SSSS - is the secondary allocation.

You shoul d specify the m ni mum nunber of WORK data
sets to nmeet your work space requirements. As a
start, try incrementing the number gradually

begi nning fromthe default.

If this is the first time you are inplenenting
multiple work files for this product, then continue
with Step 2. If you are just changi ng the nunber
currently in use, or sinply the space definitions,
then proceed to Step 3 of this checklist.

Browse sharedprefix. M CS. PROTOLI B( Dycccnnn) and

shar edprefi x. M CS. PROTOLI B(cccl NCR), where (nnn) is
the job step nunber and (ccc) is the product ID for
this product, checking for the presence of the WORK
symbolic on the EXEC statenent to deternmine if you
have previously nodified this product to increase the
al l ocation of SAS WORK space.

_ 2a.

2b.

If you find a WORK synbolic, sinply divide the
primary and secondary allocation values fromthe WORK
synbolic by the number of work files specified above
(value of n on the WORK statenment coded in Step 1).

Coding the resulting values will yield the sane
aggregate space allocation you have been using with a
single WORK file. To double your avail abl e WORK
space, carry out the division, double the results and
use the values in the WORK definition above.

If you did not find a WORK synbolic in PROTOLI B,

exanmi ne prefix. M CS. PARMS(JCLDEF) for each CA MCS
unit containing this product. Find the WORKSPACE
keyword. The space allocation specified is used for
a single SAS WORK file. Performthe sane division as
described in the previous paragraph to determine the
gquantity that will yield equivalent total allocation
with multiple WORK files. Then adjust the val ues
upward to neet your needs.

Subnmit the job in prefix.MCS. CNTL(cccPGEN).
If you specified RESTART YES in the product's cccOPS,

you are done. Oherw se, you nust do Steps 5, 6, and
7.
Edit prefix. M CS. PARMS(JCLGENU) so that it contains a

single line that reads:
DAI LY
or, if increnental update is enabled for this product

in this unit database, specify:

DAILY I NCRccc
where ccc is the product ID.

Subnmit the job in prefix.MCS.CNTL(JCLGENU). Ensure
that there are no error nessages in M CSLOG or
SYSTSPRT, that the M CSLOG cont ai ns the nor nmal

term nation message, BAS109991, and that the job
conpletes with a condition code of zero.

The foll owi ng operational job(s) have changed:

DAI LY
i ncrenent al

I NCRccc (if update i s enabl ed)
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If your site has inplenented the operational CA MCS 1.6.2 - Enable Internal Step Restart
processes in a scheduling product, the JCL may have

to be refreshed in that product. See the scheduling To enable the internal step restart in CA MCS Astex
product's administrator for the exact processes Application Extension, follow the checklist provided bel ow

i nvolved in updating that product's representation of

the CA MCS jobs. See Section 1.5.2.2 of this guide for a detail ed description

of the statenent syntax.

Rk S S S R R R S S R R R S b Sk R R Sk S S S R o

* *
* ENABLE | NTERNAL STEP RESTART *
* *

EE R O S O S S

1. Edit prefix.MCS. PARM5(cccOPS), where (ccc) is the
conponent identifier, and specify:

RESTART YES

For additional information on related topic, review
the docunentation for this product on WORK,
RESTARTWORK, and RESTARTCKPT paraneters to override
default data set allocation paraneters.

2. Subnmit the job in prefix.MCS. CNTL(cccPGEN).

3. Edit prefix.MCS. PARMS(JCLGENU) so that it contains a
single line that reads:

DAl LY

or, if incremental update is enabled for this product
in this unit database, specify:

DAI LY | NCRccc
where ccc is the product |ID.

4. Submit the job in prefix.MCS. CNTL(JCLGENU). Ensure
that there are no error nmessages in M CSLOG or
SYSTSPRT, that the M CSLOG contains the nornal
term nati on message, BAS109991, and that the job
conpletes with a condition code of zero.

5. The follow ng operational job(s) have changed:

DAI LY
INCRccc (if incremental update is enabl ed)

If your site has inplenmented the operational CA MCS
processes in a scheduling product, the JCL may have
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to be refreshed in that product. See the scheduling 1.6.3 - Inplenent Increnental Update

product's administrator for the exact processes

i nvolved in updating that product's representation of To inplenent increnental update in CA MCS Astex Application
the CA MCS jobs. Ext ensi on, follow the checklist provided bel ow

See Section 1.5.2.2 of this guide for a detail ed description
of the statenent syntax.

Rk S S S R R R S S R R R S b Sk R R Sk S S S R o

* *
* | MPLEMENT | NCREMENTAL UPDATE *
* *

EE R O S O S S

1. Edit prefix.MCS. PARM5(cccOPS), where (ccc) is the
conponent identifier:

o Specify the foll ow ng:
| NCRUPDATE  YES

o If you want to store the increnental update
dat abase files on tape between increnental
updates, specify this:

I NCRDB TAPE #gdgs

o If you want to allocate the incremental update
dat abase files during the first incremental update
of the day and del ete these data sets at the end
of the DAILY job step, specify this:

| NCRDB DYNAM

o |If you specified | NCRDB TAPE or | NCRDB DYNAM t hen
you nust al so specify this:

| NCRDETAI L data_set_al | ocati on_paraneters
| NCRDAYS data_set _al | ocati on_paraneters

o If you want the incremental update job for this
product to get input neasurenent data fromthe
out put of the SPLITSMF job, specify this:

INCRSPLIT USE data_set_allocation_paraneters

o0 For additional information on related topic,
review the docunentation for this product on
| NCRCKPT, | NCRDETAIL, | NCRDAYS, or INCRSPLIT
paraneters to override default data set allocation
par anet er s.
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Subnit the job in prefix.MCS. CNTL(cccPGEN).

Edit prefix. M CS. PARMS(JCLGENU) so that it contains
two or nore |lines reading:

DAl LY

I NCRccc cccl UALC cccl UGG

Subnit the job in prefix.MCS. CNTL(JCLGENU). Ensure
that there are no error nessages in M CSLOG or
SYSTSPRT, that the M CSLOG contains the nornal

term nation message, BAS109991, and that the job
conpletes with a condition code of zero.

Edit the job in prefix. MCS. CNTL(cccl UALC).

o Inspect and/or specify data set allocation
parameters for the increnental update database and
checkpoint files. If you specified | NCRDB TAPE or
| NCRDB DYNAM the ccclUALC job will only allocate
the incremental update checkpoint data set.

0 Submt the job. Ensure that there are no error
nmessages in M CSLOG or SASLOG and that the job
conpletes with a condition code of zero.

If you specified | NCRDB TAPE, submit the job in
prefix. M CS. CNTL(cccl UGDG) to define generation group
i ndexes for the increnental update DETAIL and DAYS
tape data sets. Exami ne SASLOG M CSLOG and
SYSPRINT to verify that the generation group indexes
were correctly defined.

Note: You nay see error nessages for the DLTX (or
DELETE) statenments. This is not a problem cccl UGDG
del etes each index prior to defining it, and an error
message is issued if the index does not yet exist
(e.g., if thisis the first time you ran the cccl UGDG
j ob).

The foll ow ng operational job(s) have changed:
DAILY | NCRccc

If your site has inplenented the operational CA MCS
processes in a scheduling product, the JCL may have
to be refreshed in that product. See the scheduling
product's administrator for the exact processes

invol ved in updating that product's representation of
the CA MCS jobs.

I mpl ement operational procedures for gathering input

nmeasur enent data and executing increnental updates

(I'NCRccc) during the day.

You may al so need to nodify operational procedures

for the DAILY job to ensure that processing is
limted to i nput neasurenent data that has not
input to one of the day's increnental update
executions.

been
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1.7 - References

The foll ow ng manual s provide nore information about CA- ASTEX
and the CA MCS products nmentioned in this chapter.

CA- ASTEX: An Introduction

CA- ASTEX: Installation and Custom zation CGuide
CA- ASTEX: Operations and Facilities Guide

CA- ASTEX: Storage Manager User Guide

CA- ASTEX: DASD Manager User Guide

CA- ASTEX: Cache Manager User Cuide

CA M CS Pl anning, Installation, Operation, and Mui ntenance
Qui de

CA M CS System Modi fication Guide

CS Storageiate Gui de

CS Accounting and Chargeback Guide

CS Hardware and SCP Anal yzer Guide

CS Batch and Operations Anal yzer Guide
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1.8 - Messages

Messages generated by the CA M CS Application Extension for
ASTEX are listed below. Some nessages are generated during
the processing of the control statenments, while others are
caused by various conditions in the data found during
processing. The nmessages are listed in ascendi ng nunerical
sequence and include the reason for the nessage, user action
where appropriate, and applicable references to

docunent ati on.

The follow ng type codes are used to categorize the nessages:

I nformation Desi gnates a note that documents an
application extension option or potentially

i nportant feature in the data.

WMr ni ng Designates a condition in either the data
or control statements that does not affect
the application extension's operation but
may | ead to unexpected results.

Error Desi gnates a probl em has been encountered
with a control statenment or data that wll
prevent a successful run of this
application extension.

Messages:

AST00001I This is an informational nessage indicating the

data set and nenber being processed in ASTPGEN.

ASTO0016E This is an error nessage indicating that the

statenent found in ASTOPS is invalid. Renobve the
invalid statenent and rerun ASTPGEN.

ASTO0020E  This is an error nessage indicating that ASTPGEN

encountered a second OPTIONS statenment in ASTOPS.
Renove the invalid statement and rerun ASTPGEN.
ASTO0021E This is an error nessage indicating that the
first positional paraneter on the ASTOPS OPTI ONS
statenent is invalid. Valid choices are I1DB or
NO DB. Fix the paranmeter and rerun ASTPGEN.
ASTO0023E This is an error nessage indicating that the

third positional paraneter on the ASTOPS OPTI ONS
statenent is invalid. Valid choices are SMF and
NOSMF.  Fix the paranmeter and rerun ASTPGEN.
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ASTO0025E

ASTO0030E

ASTO0032E

ASTO0035E

ASTO0036E

AST00040I

AST00045I

AST00066W

AST00067W

ASTO00070W

CA M CS for CA-ASTEX Cui de
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This is an error nessage indicating that ASTPGEN
encountered an OPTIONS statenent that did not
speci fy any input source. At |east one input
source is required. Fix the OPTIONS statenent
and rerun ASTPGEN.

This is an error nessage indicating that ASTPGEN
encountered two | NPUTI DB DD statenents in nenber
I NPUTAST. Delete the repeated statenent and
rerun ASTPCGEN.

This is an error nmessage indicating that ASTPGEN
encount ered an unknown DD statenent in | NPUTAST.
Delete the invalid DD statenent and rerun
ASTPGEN.

This is an error nmessage indicating that ASTPGEN
found a msmatch in ASTOPS, which had | DB coded
and | NPUTAST that did not have a | NPUTI DB DD
statenment. Fix the m smatch and rerun ASTPGEN.

This is an error message indicating that ASTPGEN
found a msmatch in ASTOPS, which had NO DB coded
and | NPUTAST that had a | NPUTI DB DD st at enent.
Fix the m smatch and rerun ASTPGEN.

This is an informational nessage shows each |ine
of input fromthe menber being processed.

This is an informational nessage indicating that
ASTPGEN gener at ed nenber $ASTMSTR and ended
nornmal | y.

This is a warning nessage indicating that the
record type is not supported and will not be
processed. Processing continues for valid
record types.

This is a warning nessage indicating that only
the first ten "not supported record type"
messages will be printed. The "option del eted"
count will indicate how many records were not
processed. Contact CA M CS Product Support for
informati on on support for this version of ASTEX
dat a.

This is a warning nessage indicating the data is
from an unsupported version of ASTEX. The job
continues processing but new fields will be
ignored. The supported version and the version
found in the data are printed in the nessage.
Call the CA MCS Product Support G oup for nore

AST00072W

AST00076I

AST001041

infornmati on on supported versions of ASTEX

This is a warning nessage indicating that ASTEX
records that are shorter than expected will be

i gnored. These records will not be processed but
the job continues to process valid records.

You shoul d investigate the source of these
records.

This is an infornational nessage indicating
records were dropped by the user exit specified.

This is an informational nessage indicating that
an invalid SMF record type was encountered in the
ASTEX daily format routine. See Section 1.5.1.1
of this guide for nore information.
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