[bookmark: _GoBack]Time To Threshold (Predictive Analysis)
Time To Threshold is an event violation rule that sends an alarm if a QoS metric is predicted to reach a set value within a user-defined time period. Setting a Time To Threshold alarm for any of the QoS-enabled probes allows the prediction_engine probe to gather trending information used to calculate when a particular event might occur. The Time To Threshold settings are configured using the Admin Console.
As an example, to generate a Minor alarm when within 10 days of 50 percent Disk Usage, here are the actions to perform:
1. Using the Admin Console, access the desired probe configuration settings. For this example, configure the cdm probe for Disk Usage Percentage.
2. Select the Publish Data check box to allow the probe to send its QoS metric. For this example, select this check box for QOS_DISK_USAGE_PERC for each disk.
3. Select the Time To Threshold Alarm setting for the QOS_DISK_USAGE_PERC metric for every disk that you want to send a predictive alarm.
4. Configure the alarm settings. For this example, set the following values for each disk:
· Time Threshold: 10
· Time Units: Days
· Prediction Value: 50
· Alarm Severity: Alarm Severity 3 (Minor)
5. When you save these values, both the prediction_engine and baseline_engine are configured.
· The prediction_engine is configured to begin calculating a new metric, QOS_DISK_USAGE_PERC_TIME_TO_50, which will be the time in hours until the disk usage is 50 percent. The prediction_engine emits this metric every hour when it updates the prediction.
Note: Changing the Prediction Value results in the creation of a new QoS message. This means that there will be two QoS messages produced at the top of the upcoming hour after the Prediction Value is changed--one QoS with the previously configured Prediction Value and one QoS with the newly entered Prediction Value. For the next hour after the change, and thereafter, there will be only one QoS with the newly entered Prediction Value.
· The baseline_engine is configured to send an alarm with the configured alarm severity when the QOS_DISK_USAGE_PERC_TIME_TO_50 metric (the Prediction Value) falls within 10 days.
At any time, the condition that triggered the predictive alarm can change (for example, files were deleted to free up space) or the Time To Threshold alarm settings can be reconfigured.

Time To Threshold Workflow
The following diagram shows the process of how QoS data from a QoS-enabled probe is used to generate a predictive alarm.
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When you configure the Time To Threshold settings on a QoS-enabled probe, the following actions occur:
· The data_engine stores raw QoS metric data from the QoS-enabled probes.
· The prediction_engine computes trend information for QoS metrics that have Time To Threshold configured.
· The baseline_engine probe evaluates QoS trend metrics from probes against static threshold definitions.
· The baseline_engine probe generates threshold violation messages when the Time To Threshold trend timeframe and prediction thresholds are crossed.

Configuring Time To Threshold Settings
For any of the QoS-enabled probes, you can configure a Time To Threshold timeframe and prediction threshold to generate a predictive alarm.
Follow these steps:
1. Click the down arrow for a probe name and select Configuration.
2. Select the Publish Data check box to send the QoS data.
Note: If you do not select this check box, you cannot configure the Time To Threshold settings.
3. Select Time To Threshold Alarm in the Predictive Alarm drop-down menu.
4. Configure the predictive alarm settings.
· Time Threshold: enter a number to indicate the number of hours or days within reaching the configured prediction value.
· Time Units: select days or hours as the unit of time.
· Prediction Value: an appropriate value for the QoS metric. For example, 50 to indicate the percent for Disk Usage.
· Alarm Severity: level of alarm generated.
· Critical Level 5
· Major Level 4
· Minor Level 3
· Warning Level 2
· Information Level 1

Best Practices for Time To Threshold
Use the following best practices when configuring the Time To Threshold alarm:
· It's best to narrow the timeframe and prediction value for a Time To Threshold alarm. For example, a predictive alarm generated when disk usage is within 10 days of 50 percent usage is more accurate than a predictive alarm that's generated when disk usage is within 90 days of 50 percent usage.
· The Time To Threshold Alarm is available for all QoS-enabled probes. However, this alarm is more useful for probes that collect metrics for linear data growth, such as CPU, storage, or bandwidth.
· To turn off the Time To Threshold alarm, set the Predictive Alarm setting to None.
· You can change the Time To Threshold alarm settings at any time. The new settings become active at the next top of the hour.

Time To Threshold Alarm Format
A Time To Threshold alarm displays on the Unified Infrastructure Manager alarm console in the following format:
QOS_DISK_USAGE_PERCENT on robot32 is within 10 days of reaching 90 (prediction = 7.5 days)

Where:
· QOS_DISK_USAGE_PERCENT: the selected QoS metric.
· Robot32: the source of the QoS for which Time To Threshold is configured.
· 10 days of reaching 90: the configured Time Threshold, Time Units, and Prediction Value.
· (prediction = 7.5 days): when the prediction_engine calculates the prediction value will be reached.
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