What's New:
CA Performance Management 2.4

Introducing our Latest Release

January 2015



Release Overview

Why you should upgrade to this release

Key new features resolve challenges
deploying CA Performance Management for
mega scale infrastructures and will
encourage more usage

We have introduced a new way to increase
speed to get the right data into the system
with our new Out of Band Certification
Support

We are innovating new ways to increase
speed to get the right data out of the system
the way your users want to consume it — with
OpenAPI
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100% Delivered — On Time

CA Performance Management 2.4

User Experience

v
v

v

Improved usability & Customer Enhancements

New Look and Feel to improve visualization of Dashboards and
PDFs

Site/Group Navigation Improvements

New OpenAPI interface for simple access to configuration &
data extraction

New OpenAPI fast TTV with SmartQuerry Builder

Improve Dashboard Visualization of Events with new filtering
controls

Improve Event Notification with additional event attributes and
more flexible forwarding rules

Core Processing & Storage

v

v

Enable faster customer access to new certifications w/ out-of-
band cert support

Allow Non-DA Administrators to Configure Threshold
Monitoring

Improve Workflows to Configure Thresholds & Event Processing
on all subcomponents

Improve component level poll controls w/ enhanced filtering

for all subcomponents ca

technologies



Usability and Customer Enhancements

1. CSS updates for freshened look and feel 8. Allow non-integer threshold values in scorecards
2. Ul indication on dashboards to easily identify 9. Offer dynamic URLs in CAPC browser view (NPC
“pinned” views (those with their context fixed at had this)

the view level) 10.Improve CSV Export formatting (offer raw data

3. Site Path (breadcrumbs) when site selected in mode)

dashboard 11.Increase max chart count in MultiTrend views
4. Auto-e.xpa.nd group tree to. place current selected 12.Improve layout for PDFs (focused changes only).
group in view when changing groups.

13.1 d Dashboard G larity Control
5. Enhance Site group information displayed on Mproved Lashboard Brantiarity Lontro's

Context page. 14.Privilege OnDemand Reports
6. Enhance Site list views with option to show 15.Auto Adjust Y Axis on Trend views to improve
related (sibling, child) sites. visualization of data

7. Changing dashboard layout should not remove all
views

G
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New Look and Feel

technologies



F'erformance Center @ Synchronization Status 8, admin logout 2 Help

<& View Suppression (on) (& Auto Refresh (off) B Print Email = 4 More

Trend Views - Improved Look and Feel
Group: All Groups [changs]

Last30 Daysw 4 | 1171872014 |[9]|16:43 |w |- 12182014 || 1643 v b DI

Multi-item Trend - Interface - Bits - Average Rate ax? Multi-ltem Stacked Trend - Interface - Bytes - Average Rate - x?
Page 1 of 1 Page 1 of 1
120
=
6 Z L0
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z 4
2 040
Zom L %
: g oo
00 = r * T T r . . " 0.00
11718 2z 25 ] 12101 04 o7 10 13 16 12101 04
2014 2014
[Time Zone: EST] [Tirme Zone: EST]
— cis720456-5 ca.com : Gi2i0 — cis7505-96. 11 ca.com : Fa30il W cis720496-5.ca.com © Gi2/0 cis7b05-96.1  ca.com : Fa3/0/0
— cis720496-6.ca.com : Fall — cis720496-5.ca.com : Fal0 W cis720496-6.ca.com :Fall W cis720496-5 ca.com : Fall
— cisTE06-96.36.36.ca.com © G314 W cis7E06-96.36.36.ca.com : Gi3l 14
5390 Samples (5-Minute Fesolution) 30 Samples ( 1-Day Fesolution)

Scaled Trend Charts - Interface :: Bits - Average

Page10f32 B B

== Bits - Average Rate [Time Zone: EST]
cisTE06-96.36.36 ca.com : Gi3I36

:  New Support for up to 30 days “High Resolution”

T
11010 -t - - an T 11010 - an



m_ Performance Center @ Synchronization Status 2 admin logout 7 Help

Site Navigation
Group: All Groups  Site: North America > North East (-~ e Gjte Path (breadcrumbs) when site selected in dashboard

LastHourw o |1211872014 (B [16:22 |w |- |12182014 (B9 [1722 [wv| b M

Regions A7 | A
@ Site: North America

O Location Cwner ID Time Zone Business Hours ID Path Diescription

|:| Morth East east admin EST JAIl Groups/Morth America/North East Mortheast IT Region which covers west of t...

|:| Morth West Morthwest admin PSTEPDT JAIl Groups/Morth America/North West Morthwest IT Region covering west of the..

|:| South East Southeast EST {AIl Groups/Morth America/South East Southeast IT region covering East of the Mi...

|:| South West Southwest PSTEPDT JAIl Groups/Morth America/South West Southwest IT region covering West of the...

Search Q

Ul indication on dashboards to easily
identify “pinned” views

Dynamic Peer Sites ~x?
Parent Site: North America

[] Name = Location Owner ID w Time Zone Business Hours ID Path Description

|:| Morth East Mortheast admin EST JAIl Groups/Morth America/North East Mortheast IT Region which covers west of t...
|:| Morth West Morthwest admin PSTEPDT JAIl Groups/Morth America/North West Morthwest IT Region covering west of the..
|:| South East Southeast admin EST {AIl Groups/Morth America/South East Southeast IT region covering East of the Mi...
|:| South West Southwest admin PSTEPDT JAIl Groups/Morth America/South West Southwest IT region covering West of the...
Search Q Page 1 of 1 (C Displaying 1-4of 4 Max Per Page 10 v

Sonamie Chid i Enhance Site list views with option to
Ynamic 1 nes . . . .
Stte: North East < show related (sibling, child) sites

[] Hame « Location Cwner ID Time Zone

|:| Baltimore Baltimore, MD admin EET TAIl Groups/Morth Amernca/North East/Baltimore IT Infrastructure for Baltimore Colts. v



m_ Performance Center @ Synchronization Status 2 DanHolmes logout 7 Help

<& View Suppression (on) (& Auto Refresh (off) &y Print Email

Site Pages

Group: All Groups  Site: North America > South East [change)

LastHourw = o |1211672014 (B [18:54 |w |- |12116/2014 (B9 [19:54 (v | b M

Details |g2| Network Health Server Health CBQoS
CPU or Memory Utilization Trend Scorecard - CPU Utilization -“p?
Site: South East
@ Critical Status Start (280.0) I Major Status Start (60.0) Minor Status Start (40.0) @ Mormal Status Start Timeframe: Last Hour Metric Calculate Level: by Group
Group Name Dec 16, 2014 2:00 PM Dec 16, 2014 3:00 PM Dec 16, 2014 4:00 PM Dec 16, 2014 5:00 PM Dec 16, 2014 6:00 PM Dec 16, 2014 7:00 PM Overall Average (%)
[ south East & 5% & 5% & 6% & 5% & 5% & 15% & 5%
iy Atanta & 15% & 16% & 16% & 16% & 15% & 16% & 16%
i charlotte & 5% & 6% & 6% & 5% & 5% & 15% & 5%
[y Jacisonvine & 5% & 5% & 5% & 5% & 5% & 15% & 5%
) & 5% & 5% & 15% & 5% & 5% & 15% & 5%
i Mew orieans & 5% & 5% & 6% & 5% & 5% & 15% & 5%
M Tampa & 5% & 6% & 6% & 5% & 5% & 15% & 5%
N Tennessee & 5% & 5% & 6% & 7% & 5% & 15% & 5%
Page 1|of1 (& Displaying 1-8 of &
Interface Utilization Trend Scorecard - In and Out -
Site: South East
@ Critical Status Start (280.0) I Major Status Start (60.0) Minor Status Start (40.0) @ Mormal Status Start Timeframe: Last Hour Metric Calculate Level: by Group
Group Name Dec 16, 2014 2:00 PM Dec 16, 2014 3:00 PM Dec 16, 2014 400 PM Dec 16, 2014 5:00 PM Dec 16, 2014 6:00 PM Dec 16, 2014 7:00 PM Overall Average (%)
[ south East 49% 49% 49% 49% 49% 49% 49%

j_| Aflanta 49% 43% 49% 49% 43% 49% 49%



C'_a_. Performance Center @ Sychvoniztion Stats B, Uan Hoimes lgout 7 Help
1 I e e T a
& \zw Suppression (on) (3 AUl Retach (off),  @pPrnt E@Emal = 4 Mare
Network Device Health
Group: All Groups  Site: North America = South East jonarcs
lzatowrw | 4 [1zi6m0ta @] [1e0a [w] - [1z0ezoe |6 (oo v 0 b
Top Interface Ermors/Discards (Table) agy? | ™
Site: South East
Device Name Mame DeEcriplion Dilscards In - Total (Disc Fackets) « Digcards Out - Total (DI Fackels) Emors In - Toial (EMoneaus Fackats) Ermars Out - Total (Emaneous Packets)
Clsoo-3845_10.251.25.47 GlgabiEtnemetlii 15 GlgabAEMemeili 16 12,513 kDlscards 12,51 kDlscards 15.508 KEmore 12,512 kEmars
ClEC0-3845_10.251.27.45 GlgabiEnemesl3n GigabAEMEMEIN3T 19.514 kDiscaros 18,508 kDiscards 15,508 KEmOrE 19.5 KEmOrs
Clseo-3045_10.251.28.14 GlgabiEtnemes1 D GigabREMEMEA0D 19.514 kiiscards 19.505 kDiscards 15,503 KEmOE 10,498 kEmors
Clsoo-3845_10.251.2.22 GlgabiEnemetliaT GlgabAEMemeil/aT 19,514 kDlscards 12,502 kDiscards 15,498 KEmore 12.514 kEmors
Clseo-3045_10.751.37.44 GlgabiEhemesii4 GigabEEMEmEIN/3L 19.514 kDiseards 19.5 kiscards 19.514 KEMOE 19505 kEmors
Search Q Page 1ol » W (G Dispaying 1-5of 30 3% Per Page |5 "l
Top Interface Discards (Bar Chart) Pt - Top Interface Emors (Bar Chart) a7
Site: South East Site: South East
Cisca-3345_10.361.26.23 - GigabiBiher e 133 - GigabikEtherneey 133 - | Cisco-3545_10. 25126 6 | Gig D80 - Gi ey
Cisco-3945_10.261.11.34 - GigabitEhernen! 135 - GigabiEthern e 157 -G Cisco-3945_10 2512626 | GigabiEthemenD! 183 - GgabitEtherns=l 133
Cisco-3945_10.26125 29 - GigabiEherneil 133 - GigabiEthern et 197 -GGG Cisco-3045_10.251225 ¢ neaD20 - G etV
Cisea-3905_10.26125 17 | GigabilEhernaitl 126 - GigabiEhern =000 115 -GGG Cieea-3045_10 35125 17 | GigabiEthemell! 115 - GigaliaEtharne)| L16
Cigea-3045_10.26125.10 - GigalilEihernatllET - GigatiEiher nad =7 - Cieca-3945_1025126 26 | GigabiEthernailV 195 - GgaliEilerne 195
Cigeo-3005_10.261.11 34 - GigabilEhernetdl 115 - GigabiEthern 2000115 - Cigea-3045_10I5125.17 | GigabhEthermaii! 197 - GigabiEthernean 193
Cieep-3045_10 25128 8 - GigabilEhernein s - GigabiEiker e 20 - Ciece-3045_10.251.2 10 : GigabliEthemel' 163 - GgaliEiheimei) 189
Cieeo-3005_10.26128.17 - GigabiEiler e 193 - GigabkEher eoov 193 - I Clgeo-3945_10.25 1.2 26 | GigabiEmeme Va7 - GigabkErmhemevaT
ClCo-3945_10.261 26 26 - GigabilEer el 195 - GigabkEhern oy 155 - Cizco-3945_10 2511219 | GigalhEhenmetv 175 - GoabiEilernsidl 176
Cigro-3905 _10.261.12 50 - GigabilEihernaid) 165 - GigabkEme n 200 165 - Cieco-3945_10251 1250  GigabiEnenetv 165 - GoaliEihernsill 155
0.00 10,00 2000 0 a0 50,00 amo 1000 2000 20 00 0100 50.00
Packels Thousand Packels Thousand
W Dizcardz In - Towl W Dizcards Ow - Toal W Erors in - Total W Errore Out - Tonsl
Top CPU Utilization Routers/Switches - Gauge/Table -5 Top Memory Uilization Routers/Switches - Gauge/Table aQ?
@ Site: South East @ Site: South East
Clsco-3945_10.251.27.48 Dievice Name Mame Utlization - Average « Cleco-3945_10.251.28.35 Davice Name Name Utiitzatian - Average -
a0 50 Clseo-3045_10.251.27.45 cPU1 u 19.83% a0 50 Cho0-3945_10.251.28 35 Ennanced-MamoryPoal: Proca .. [ SB.05%
GlEoo-3945_10.251.27.18 cPU1 | 19.85% ClEo0-3345_10.251.26.10 Ennanced-MamoryFoal Froce .. [ ST.45%
Cleeo-3045_10.251.35.44 cPU1 u 19.67% Cleon-3945_10.251.25.8 Ennanced-MemoryPoal: Proca.. [ ST4E%
Clsoo-3845_10.251.27.22 cPU1 | 12.42% Cleon-3345_10.251.26.44 Enhanced-MamoryFoal Froce.. [0 ST.45%
GlEoo-3945_10.251.27.4 cPU1 ] 13.42% ClEo0-3345_10.251.27.8 Ennanced-MamoryFoal Froce .. ST.45%
ClEeo-3045_10.251.11.22 cPU1 || 19.47% Cho0-3945_10.251.25 35 Ennanced-MamoryPoal: Proca.. [ ST.48%
GlEoo-3945_10.251.25.36 cPU1 | 13.33% ClEon-3345_10.251.25.17 Ennanced-MamoryFoal Froce .. [0 ST.45% ]
Cleco-3245_10.251.12.50 CRUT [} 12.33% Cleco-3945_10.251.25.35 Enhancad-MamonyRoal: Proca .. 57.45%




mﬂ. Performance Center

et hebog
I Dashboards Reports My Settings

Application Health - Self Monitoring

Group: All Groups [changs]

Last30Daysw 4 | 1171672014 || 1714 |w |- 12116/2014 || (1714 (v [ B Pl

Data Aggregator JVIM Health ax?
Server: DataAggregator: 10.130.156.130
8.001 100.00
6.00 - 80.00
o0
g - 60.00 E
g o0 =
& Lanoo
2.00 4
F20.00
0.00 - T T T T T T T T T 0.00
11117 20 23 26 20 12102 05 [it:] 11 14
2014
[Time Zone: EST]
= Data Aggregator JVI Health © Application Pause Time - Maximum
= Data Aggregator JVI Health © Application Throughput - Average(Percent)
1-Diay Fesolution
Data Aggregator Baseline Processing Performance -x?
Server: DataAggregator:10.130.156.180
2.004 Fl40
/\ Flam
1.50 4 =
- Lo B
7 2
& Fo8n =
5 Loy E
= Fo.s0 E
0.50 4 rodo @
Fo.20
0 = T T y y T " y y y 0.00
1017 20 2 26 20 12002 05 08 11 14

2014

Seconds Thousand

Thousand

@ Synchronization Status 2 DanHolmes logout 7 Help
Search Al =N |
<& View Suppression (on) (& Auto Refresh (off) &y Print Email = 4 More
Data Aggregator ActivelMQ Health - x?
Server: DataAggregator:10.130.156.180
1.50
100
0.50 4
0.00 - T T T T T T T T
11117 20 23 26 28 1202 05 [il:] 11 i
2014
[Time Zone: EST]
= DA ActivelQ Broker Health © Average Engueue Time - Total
= DA ActivelQ Broker Health : ActiveldQ) Health Fesponse Time - Total
1-Day Fesolution
Data Aggregator Rollups Processing Performance Aa?
Server: DataAggregator:10.130.156.180
F3.00
4.00 4 Laso
2
3.00 -W Fzo0 @
2
Fise B
200 - 3
Fioo 8
1-””'/\\f
-0.50
00 -1 T T y y T T T y y 0.00
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2014
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Improved Dashboard Granularity Controls
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(a Performance Center @ Synchronization Status 2 admin logout 7 Help

ps Edit Role Rights
111872014 [ | 16:43 || - | 127182014 || 1643 (v | [ b DI Available Rights Selected Rights
Delete Data Sources Run Dashbeards At Higher Resolution
end - Interface - Bits - Average Rate SNMP Clear Text Run Dashboards At Higher Resolution
+
Page 1 of 1
P
- 6.00 Search
5
o
[
9 400
T
2
= 200 . . .
- K [ 1l . . . . .
! . | = New Role — Right for Higher Resolution Viewing
_' | . 11 1 Tl
] 12101 04 o7 10 13 16
Context Settings
[Time Zone: EST] Context Type: Interface v
496-5 . ca.com : G20 cisTE05-95.11. ca.com : Fa3iomn Changing the Context Type remaoves all current items.
496-6.ca.com : Fald — cis720496-5.ca.com : Fal0
96.36.36.ca.com © Gi3lld Multi-item Trend - Settings:
8390 Samples (5-Minute Fesolution) =S Muiti-tem Trend
View Type. MultiTrend (Draws all items on one chart - Top N items at a time)
Metric Family: Interface
Scaled Trend (
Metric Value: Bits - Average Rate
Resolution: m
Bits - Average | Sort Direction Default (1 Day)
Chart Type: 1 Minute
5 Minute
10 Minute
Approved Users can (up to 30 days) Standardired Auie oo
= ‘ 7
T om0 Now change default to show ‘as-polled 30 Minuts
§ Metric Filtering 1 Hour
]
& 50.00 = 2.
2 = Allows users to set
100
0.00 0.00

T -1 - —— . O R -1 . P—— . O R, -1 - PE—— . T



Improved Threshold Workflows



13

Administrators can more easily setup thresholds on
only the metrics they care about most

= New role controls can enable Administrators to empower Engineers to setup
their own thresholds w/out being a DA Administrator

= Event Profiles make it simple to set policy based thresholds on only the metrics

that matter most
— Folders and Table View make it easy to manage hundreds of rules

— Event Rule Editor with copy makes it easier to configure complex rules

— Group Association now lets users apply threshold policy to subcomponents

= |mproved Event Notification system helps send events to the right people for
the right situation ca

© 2014 CA. ALL RIGHTS RESERVED. technologies



@H Performance Center

@ Synchronization Status 2 Dan Holmes log out

? Help

Edit Role

Edit Role
Name:* IT Engineer
Description: Receives event notifications, implements A
tech_n_olo_gy: __aﬂd pe[form_s Tier-2 W
Role Status: Enabled v
Menu Set
Righis Calacied Riahis
Rights Rights
Administer DA Threshold Profiles Administer Shared Dashboards o~
Create DA Threshold Profiles Create a Dashboard
Perfarmanc: - .
Create DA Threshold ons
Profiles — Demand Report Templates
Drill into Data Sources N
|Tl1resholq X |x | |Seaml1 |x |
oK Cancel
Edit

Save Cancel

New Role Rights allow Non-DA Admins the ability to
Create and Administer event profiles

Copyright & 2014 CA. All rights reserved.



m Performance Center 2 Tim2 logout 7 Help

I Dashboards My Settings
es

Search All =N |

Manage ThrEShold Pr0f|| System Settings Display Settings

Notifications Display Settings
Threshold Profiles

Folder View Table View
Groups Events

+ [~ Alex's Profiles
—|#=5) Ethemnet Backhaul - RTT (Class 1) (1)

& |CMP Response Time Latency AR ~
+| [~ Ethemet Backhaul - RTT (Class 2)

+| [~ Ethemnet Backhaul - Utilization Latency = 60 Access to Configure ThreShOId PrOfileS
-1+ Interfaces (2) does not reqUire DA admin priVilegeS

& Errors In == 3%
& Total Utilization Greater Than 30
+/ [~ On Field Coach Uplinks

Latency = 50

o } Page 1| of1 & Displaying 1-20f2 Max Per Page |50 |w

Search

Frammd S mediinne

Folders helps users keep Threshold Policies
organized for simple administration

P i1 Displaying 1-2 of 2
Copy Profle  EditProfile  Delete Profile Search a age 10 C Displaying Max PerPage 50 v

Copyright & 2014 CA. All rights reserved.



Ca Performance Center & Tim2 logout 7 Help
Bt Bl e
Manage Threshold Profiles
Folder View Table View
Mame o astModifi. Status Event Rules Groups Events
Backhaul fo Stadium - | Patriots_a_.  Dan Holmes  Enabled Event Rules
Confract Pre-Palicy Pac ~93M | Dangerously high utilization on backhaul to stadium wifi L Metric Family Durafion Window Severity
Errors In == 3% Tim1 circuits T EnamEy ium - Utilization Critical Interface 60 sec 600 sec Critical
ICMP Response Time L Tim2 admin Enabled
Inteface Utilization Critic D@n Holmes  admin Disabled
Total Ulilization Greater 11M1 Tim1 Enabled
Search Q Page 1| of1 & Displaying 1-10f1 Max PerPage |50 @ w
Event Conditions
Table View makes it simple to search for policies
Search Q Page 1 of1 © Disple
MewProfle  Copy Profle  EditProfile  Delete Profile Search Q Page 1] oft C Displaying 1-20f 2 Max PerPage |50 |w

Copyright € 2014 CA. All rights reserved.



@; Performance Center & Tim2 Iog out

? Help

Create / Edit Threshold Profile

Nov 4, 2014 10:00:35 PM GMT

Ehold Condition Type
a Fixed Value

0 Fixed Value

Mame:* ICMP Response Time Latency Owner:* Tim2 W Creation Time:
Folder. * Ethemet Backhaul - RTT {
Status: * Enabled Mame: * | Latency = 50 | Duration {(sec):*
Description: | | Window (sec):*
Event Rules Metric Family-~ Response Path Test ICMP v Severity: Major
Rule Name Metric Famifl — A violation occurs when all of these conditions are met:
Latency = 50 Response P Medric: * Operator: * Value: = Condition Type: *
Lty - 60 fesponse sl | Latency (ms) [v| Above Iv||500 Fixed Valu x [v
de Condit [leed Value ]
Standard Deviations
— A violation is cl d when:
Medric: * Operator: * Value: = Condition Type: *
Latency (ms) Below |v | |51]_l] Fixed Value
Search Q, Pages
New Copy Edit Save Cancel

IDispIaying 1-2 of 2Max Per Page |50 v

Threshold Profiles may contain multiple Event Rules (Metric Evaluations)
Time Over Deviation From Normal is Supported

Copyright & 2014 CA. All rights reserved.

Save Cancel



(a Performance Center 8 Tim2 logout 2 Help

Manage Threshold Profiles

+ [ Alex's Profiles Available Groups Selected

—|4=5 Ethemet Backhaul - RTT (Class 1) (1) EI.M Groups B Thresheld Response Time Tesis
& ICMP Response Time Latency . P National Football League ~

+| [~ Ethemet Backhaul - RTT (Class 2) EI ‘. MNorth America

+| [~ Ethemet Backhaul - Utilization
—+=5 Interfaces (2}

& Errorz In == 3%

& Total Utilization Greater Than 30
+ [~ On Figld Coach Uplinks

OK Cancel

[ (] Dana 4| nfd A Nienlavina 1 _ 1 af1 A=y Dar Dana an v

Threshold Profiles are assigned to Groups you’ve defined in CA PM
Devices or ANY Subcomponents (QoS, Interface, Response Test)



€A Performance Center

@ Synchronization Status 2 DanHomes logout 7 Help

[ Dashboards _ =

Events Display

Group: All Groups ~ Site: Northj

Last 24 Hoursw 4 | 12/1%/2014

Events

Date +

12/16/2014 1516 EST
12/16/2014 1402 EST
12162014 14:01 EST
127162014 1313 EST
12162014 1312 EST
12/16/2014 1253 EST
12162014 12:52 EST
12/16/2014 1243 EST
12162014 12:43 EST
12/16/2014 1203 EST

Search Q

Filtered Events
Site: Green Bay

Search Q

EPnnt Email = 4 More

‘. Morth America
[ staging

Mational Football League

Bl Threshold Interfaces
BB Threshold QoS Components

Title:* | Filtered Events

Sub Title: Site: Green Bay
~ Context Seftings

Context Type: ‘summary . . . .

S moowsr  New Filtered Events View can filter events displayed
=1 @) A Groups

by Event Type or Threshold Profile

— Ewent Filter

Data Source _ Threshold Profile

cisTE06-96.36.36.ca.c...
cisT606-96.36.36.ca.c...
cisTE06-96.36.36.ca.c...
cisT606-96.36.36.ca.c...
cisTE06-96.36.36.ca.c...

- Severty - Event Type - Event Sublype Cis7606-96.36.36.ca.C...

Select/Deselect All [] selectiDeselect All Threshold \

Max Per Page |10 v

] SelectDeselect All
Critical [ Administration Event ® i
Major [] Data Repository State Cleared
Minor [ Override Raised
Normal [ Reconfiguration v ~x?
W1 Unknown W1 Threshold Violation
Apply Changes: My Current Session
Max Per Page |10
Use Defaults

- I

[



€A Performance Center

rheagen

Manage Notifications

MNotifications

[] Mame
[[] Backhaul Customer Motification

Backhaul Services Team

Search

New Et

Data Source Event Type Threshold Profile

@ Synchronization Status 2 admin logout 7 Help

Siatus

Enabled

Enabled

Awvailable

Selected

[ [ Alex's Profiles
&l ) On Field Goach Uplinks
=l £ Interfaces

- [E] Total Utilization Greater Than 90
£ £3 Ethemet Backhaul - RTT (Class 1)
E ICMP Response Time Latency

# [ Ethemet Backhaul - Utilization

- []ICMP Response Time Latency

PerPage (100 |

Notification Policies can now filter by our new Threshold Profile



Improved Poll Filtering

technologies



Administrators can more easily filter polling activity to
the devices and subcomponents they most care about

Filtering applies to ALL subcomponent types (beyond interface)

Rules extend beyond 3 ‘and’ rules and includes nested rules as
well as ‘or’ conditions

Every component will support Name and Description (some
may contain more) that can be filtered with Regular Expression

XML Tagging lets Administrators comfortable with self-service
add additional attributes to filter on

G

© 2014 CA . ALL RIGHTS RESERVED . technologies



mﬂ. Performance Center

@ Synchronization Status 2 admin logout 7 Help

Bt heing:

Monitoring Profiles

Monitored Inventory ~  Monitoring Profiles
Monitoring Configuration & | Name -

- LN e i

[=] Monitering Profiles
Network Interface - Cisco 3945
[Z] Threshold Profiles Routers

El LN RS Metwork Interface - Component

[=] Vendor Certifications Filtering
[=] Collections MNetwork Interface - Portsmouth Lab
Devices
System Status -

Metwork Interface - Threshold
Monitoring

Network Interface - Util

& Physical Server

& 0os

Q05 - Threshold Menitoring
@ Reachability

] Response Path

Response Path - Threshold

Monitoring

& Router

0o . .

Search Q
New Copy

SNMP Poll Rate

5 minutes

1 minute

5 minutes

1 minute

1 minute

5 minutes
5 minutes
5 minutes
5 minutes
5 minutes

1 minute

5 minutes

& minutec

Page 1| of1

Edit Delete

You can setup filters for all
Monitoring Profiles (Interface, QoS, Response)

Response Path Test Ethernet Jitter
Response Path T
e Path Test HTTP *

Response Path Test ICMP Name contains "10", or Mame contains "11", or Name
containg "12", or Descriptien containg "ICMP"

Response Path Test ICMP Jifter *

. . Defines the identification information, configuration
Response Path Test Jitter information, and polled metrics for response paths.
Response Path Test Path Echo *
Response Path Test TCP *
Response Path Test UDP *

v
& Displaying 1- Search Q Page 1) of1 & Displaying 1- 12 of 12Max Per Page |50 |w

Edit Filter Clear Filter

Copyright & 2014 CA. All rights reserved.



€A Performance Center

rheagen

Monitoring Profiles AddEd R Erpression Nested Rules, ‘And’ Rules, ‘Or’ Rules

A component is monitored for the Metric Family wh
Monitored Inventory ¥ | Monitorif Atiribute Operation Value
Monitoring Configuration & | | Name | Description [v | contains v lcwe Add Condition
[=] Monitering Profiles
Metwork Inte :
(=] Threshold Profiles - =Ey0R LisolE
) B @ MName Contains "10
=] Mefric Families e @ Name Contains 117 New OR
[5] Vendor Certifications Filtering @ Name Contains "12” Hew NOT
E Caollections Metwork Inte Ea AND AND/NOT/OR
Dievices @ Descrption Contains "ICMP*
System Status - Update
Metwork Inte
Monitoring Delete
Network Inte Clear
5 "10", or Mame contains "11", or Name
a8 Physical or Description contains "ICMP"
& aos
Qo35 - Thlesl
@ Reachabi
(@) Expression () XML
] Responsd
Response P4 (Name Contains "107) OR (Name Ceontains "11") OR (Mame Contains "12") OR ((Description Containg "ICMP™))
Monitoring ~
& Router
W
-
Search ; Displaying 1-12 of 12 Max Per Page |50 |w
New Save Cancel
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Bt heing:

Monitored Devices

Monitored Inventory
=] Monitored Devices
[=] Discovery Profiles
Monitoring Configuration

System Status

- Tree View Search
Device By Collection v Details Polled Metric Families Monitoring Profiles Threshold Profiles Metrics Filter Report Ep
+ [ All Dafa Aggregalors Component Filter Criteria

- | E [T All Devices
- Cl All ESX Hosts Monitoring Profile - Metric Family Filter

¥ &[] Al Imported Davices Metwork Interface - Component Filtering Interface Administrative Status does not equal down(2),

and Mame contains "G", and (Name contains

Al ble Devi
E30 | anageabls Uevices “F" or ISpeed In less than or equal to 10Mbps)

+ [C All Routers
R Path - Threshold Monitoring R Path Test ICMP Name contains "10", or Mame contains "117, or
AllS L L b
=0 er.'.rers Name contains "12", or Description confains
+ [C7 All Switches “ICMP"
+| [C7] All Virtual Machines
+ £ All WMware vCenters
+| [~ Cizco 3945 Routers
—+=5 Component Filtering (1) - -
® cis7606-96.37.ca.com.37.ca.com ( 138.42.94.194 Search Q Fage 1] oft C Displaying 1-2 of2 Max FerPage [10 |¥
+| [~ Event Rule Validation Collection
+| £ Frame Relay Devices Matching Componenis
#] () Stadium Site Router - WiFl Hame - Description Last Discoverad
+| (£ Staging Lab Devices
- Cisco Ritmon ICMP: 0.0.0.0-135.42.241.240:  Cisco Rttimon ICMP Dec 1, 20114 9:10:57 PM EST
+|[C) Threghold Monitoring 11001 P
Cisco Ritmon ICMP: 0.0.0.0-138.42.96.10 : Cisco Ritmon ICMP MNov 26, 2014 9:10:54 PM EST
497
Cisco Ritmon ICMP: 135.42 96 37- Cisco Ritmon ICMP Dec 4 2014 9:11:11 PM EST

138.42.96.201 - 1250
ec 4, 2014 9:11:11 PM EST

Filter Report let you see the results of your filters i e o
on a per Device basis

v

W
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mﬂ. Performance Center

@ Synchronization Status 2 admin logout 7 Help

Bt heing:

Monitored Devices

Monitored Inventory
=] Monitored Devices

[=] Discovery Profiles
Monitoring Configuration

System Status

Administrators can also view results of Filters

In the Polled Metric Families View

al

- Tree View Search
Device By Collection v Details Polled Metric Families Monitoring Profiles Threshold Profiles Metrics Filter Report Ep
+| (O] All Data Aggregators Metric Family Vendor Cert Sialus Last Discovered
+ (] All Devices Response Path Test ICMP Cisco IPSLA Stafistics Supported Dec 16, 2014 4:36:04 PM EST
All ESX Hosts ~
) o3 : Response Path Test ICMP Jitter Mot Supported Mowv 4, 2014 4:35:10 PM EST
¥ &[] Al Imported Davices
+| (= All Manageable Devices Response Path Test Jitter gli:;:in;'il;SLA Jitter Precision Supported Dec 2, 2014 9:10:58 PM EST
+ [C All Routers
| (7 All Servers Response Path Test Path Echo Cisco IPSLA Statistics Supported Dec 4, 2014 9:11:11 PM EST
+ [C7 All Switches Response Path Test TCP Cisco IPSLA Statistics Supported Mov 4, 2014 4:35:41 PM EST
+ (] All Virtual Machines Response Path Test UDP Cisco IPSLA Statistics Supported Nov 21, 2014 9:10:38 PM EST v
+ £ All WMware vCenters
) - Cronboom CEa
+ [ Cisco 3945 Routers Search Q Page of 1 (& Displaying 1-24 of 24 Max Per Page |50 |w
—+=5 Component Filtering (1)
@ cisT606-96.37.ca.com.37.ca.com | 138.42.94.194 ) Update Metric Family Update Metric Families
+| [~ Event Rule Validation Collection
+| £ Frame Relay Devices Response Path Test ICMP Components
+} [0 Stadium Site Router - WiF1 MName - Description Status Last Discoversd
+| (£ Staging Lab Devices
Threshold Monitori Cisco Ritmon ICMP: Cisco Ritmon ICMP Retired Dec 1, 2014 9:10:57 PM EST
0 g 0.0.0.0-138.42.241.240 : 11001 ~
Cisco Ritmon ICMP: Cisco Rttmon ICMP Active Mov 26, 2014 9:10:54 PM EST
0.0.0.0-135.42.96.10 : 497
Cisco Ritmon ICMP: Cisco Ritmon ICMP Retired Mov & 2014 11:19:36 PM EST
0.0.0.0-135.42.96.40 : 6664 W
ing 1-21of 21 Max Per Page (50 |w
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Introducing OpenAPI (Beta with CA PM 2.4)



New OpenAPI strategy focused on simplicity and ease
of use — CA’s Unigueness

=  Presents our APl and the items defined within a logical schema
rather than as a disparate set of query-able items

= Qur approach is to "ask the right question”

= Extensible and Open
- Controllable and predictable output format (XML, JSON,

“In fact, for me it was probably THE BEST thing | saw all week at CA World! The possibilities this
new capability represents are impressive and exciting”... Customer Blog Comment

Source: https://communities.ca.com/community/ca-infrastructure-management/blog/2014/11/03/first-light-part-1-questions-and-
answers?sr=inbox&ru=1788170 ‘ a
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technologies Que ry BU | lde I

Specify the Query

component

I cpu

| device
group

o~ ( interface

qgosclassmap
router
server

switch

29

3581 /odata/api

—
All Interfaces ... g

associated to Devices that...
Interfaces filtered by Device attributes

within Groups that ...
Interfaces filtered by Group attributes

Faceted dynamic search field provides
contextual recommendations

Easy access to

associated to Routers that ... f— Common rEIationShip

Interfaces filtered by Router attributes

associated to Servers that...
Interfaces filtered by Server attributes

associated to Switches that ...
Interfaces filtered by Switch attributes

—
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Making it Simple— Questions to Queries

QueryBuilder is an easy way to turn your question into a valid OData compliant and
functional URL

Select the
components you

Performance Management
recnoregies QUETY Builder
want

Specify the Query

{ 1\ - device ERGITNDIIETE startswith(groups/Name,'Massachusetts') eq true 1D, Name, HostName, PrimarylPAddress BRI GIEETHIE availabilitymfs
im_Availability availabilitymfs/im_Availability le 100 Last 4 Hours

[®] Query URL

http://polperfda02:8581/odata/api/device?Sexpand=availabilitymfs&starttime=1416316230&endtime=1416330630&Sfilter=(startswith(groups/Name, Massachusetts’) eq true) ant
(availabilitymfs/im_Availability le 100)&Sselect=ID, Name, HostName, PrimarylPAddress, availabilitymfs/im_Availability

Automatically builds Easily display /export Run and Display

the Query URL for data into 3rd Party Query data in CA
you Portals such as SAMS Performance Center

G
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Open APl — Provides Customers a new way to create
Innovatlve Dashboard Experlences

oo ; =
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Sample Dashboard Reports in CA PM

1. Site Client latency Geo and Site Tables
2. CPU and Memory Utilisation Scatter Plot
3. Box and Whisker CPU and Memory

m@
31
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The New Development Model

Home grown

O Apps
&

— Jj

O
OpenAP| Market place O O
Backend | | | |
Systems ca

32 © 2014 CA. ALL RIGHTS RESERVED. technologies



Thank you — and contact your CA
Technologies Account Team for more
information about CA
Performance Management 2.4




