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Today: Organizational Silos and Fragmented Views

“Users report the Application is SLOW, again. No “All network devices are up and running,
idea where to start, so I’ll open a ticket with the no sign of an issue here.”

Application, Server & Network teams!”
Help Desk Network Team

My phone keeps

Why s it dropping my calls.

so slow?

“Checked the application, no sign of an issue here. It
must be the network.”

“Checked all servers. Memory, disk capacity, CPU
levels all seem fine. It’s probably the network.”

Application Team

Server Team
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Application-Aware Network Monitoring

When Application Performance is Business Performance

Ensure high performance and * Centralized view of
infrastructure health and

continuous availability with
: common performance
advanced root cause analysis Dashboards and

. Reporting
and event correlation
Infrastructure Network Device S
Visibilitv int ¢ Availability, RCA Performance e Visibility into network
p:rlfolrlrr:lal:cz Siy: eCnI:U disk performance through SNMP
7o ’ ’ collection
memory, response, etc.
Visibility into application N o _
performance, i.e. Exchange and e Visibility into network traffic
,i.e. , " .
_ Application composition, behavior,
Citrix, SAP, Java, databases, Health Network Traffic P

utilization and the impact

etc. Analysis
on application performance

Application
Visibility into application response Response Times
time to gauge how well the network

delivers services to end users

Ca
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Network Device Performance

Visibility into the impact of network device performance on application delivery

Network Device

Performance

CA Performance Management
For web-scale networks

CA Unified Infrastructure Management
For growth-oriented enterprises

CA Unified Communications Monitor
For voice and video systems monitoring

© 2016 CA. ALL RIGHTS RESERVED.

What is the health of your network devices?

How are my devices performing compared to
baseline?

Which interfaces are experiencing high
utilization, errors, discards, and other
thresholds impacting application delivery?

How are my QoS queues performing and are
they right-sized for my environment?

How are my network-based synthetic tests
performing (IPSLA/Juniper RPM)?

Why are some voice calls experiencing issues?

Ca
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Network Traffic Analysis

Visibility into the impact of application traffic on network resources

CA Network Flow Analysis .

@

Network Traffic
Analysis °
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What are all of the applications running on the
network?

Which applications and hosts are consuming
the most bandwidth?

When do applications consume too much
bandwidth?

Is more bandwidth really going to resolve
performance problems?

How much link capacity is needed in the
future?

Ca
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CA Network Flow Analysis

100% visibility into network traffic and behavior

Stacked Protocol Trend - In

e Visibility into how the network is being used —
m W users, destinations, prioritization
I | &
| WAl

s 6MB |
o
£
@

* Single, data center-based collection point

4 MB

2 MB

e Accurate historical, real-time and projective
capacity account

0B
16:00 18:00 20:00 22:00 0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00

=W s twiter o hps o goooleservices = Other  Cisco IVT certified for AVC (Application

Visibility and Control) enabled devices for rich
accounting, classification and reporting of
applications

Do Center Remote Office |

Siiiy o |
| : NetFIow’ IPFIX -l--l---r-4-----1----|-.-|.----—-.
‘i -,--.----l--f—--------
6 W ZULb LA. ALL KIGH D> KEDEKVED.
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Application Response Time

Visibility into network latency’s impact on end user experience

CA Application Delivery Analysis

L

Application
Response Times
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Is it a network, server or application problem?

How do | quickly prove that the network is not
the cause for poor application performance?

When did the problem begin and how long
has it lasted?

How many users were impacted?

Did application response time dramatically
improve after QoS routing policies were
updated?

How has WAN optimization improved
application performance?

Ca
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CA Application Delivery Analysis

Visibility into how well the network is delivering applications

Performance by Network - Packet Loss

Provides end-to-end response time broken down to server,
network and application domains with support for WAN-

optimized networks

Automated investigation (on-schedule or on-demand) to gather
key performance measurements for root cause determination mUmS3<h  mNewVork o SentaCitre = 10011233
Validate the impact of change by comparing current versus v
historical performance for any combination of server, network

and application _ Data Center

Application
Delivery

WAN l_{ggsis

Remote Site

|

Pl

f—
—_—
-
=

Response Times between the
Server Switch and Server

< Response Times Between the Server Switch and the Client > | : ;
Combined Network and Server Response Times That Reflect the End User Experience !
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Systems Performance and Application Health

Visibility into server and application health’s impact on end user experience

CA Unified Infrastructure Management .

Systems
Performance i
and °

Application

Health

9 © 2016 CA. ALL RIGHTS RESERVED.

Is it a problem with the server or the
application?

How do | quickly prove that the server is not
the cause for poor application performance?

How are system performance metrics, such as
CPU, disk, and memory, impacting application
performance?

How is the virtualization infrastructure
impacting performance?

How is the database and specific queries
impacting application performance?

Ca
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Infrastructure Availability, Root Cause Analysis

CA Spectrum

Infrastructure
Availability, RCA

10

Is the infrastructure up and running?

How are my business services functioning? (Not just the
underlying infrastructure.)

How can | automate device discovery and creation of
relationships between different infrastructure entities?

How do | speed up issue detection and remediation by pin
pointing the root cause of problems?

How can | be proactive change management to enable improved
visibility and control for my system administrators?

What configuration change resulted into a problem on a device?

How do | ensure one tool provides comprehensive visibility
across physical, virtual, cloud and SDN environments?

(o2
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Common Dashboards and Reporting

Unified view into infrastructure health and performance

 What is the overall health and performance

Common picture of the infrastructure?
Dashboards and . . . .
Reporting * Which applications are consuming the most
resources across the enterprise?
@ * What s the volume for global operations?

e Does the data center have the capacity to
handle more servers?

CA Unified Infrastructure Management

Ca

technologies
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CA Unified Infrastructure Management

Common
Dashboards and ape
Reporting Unified Management Portal

Infrastructure Network Device
Availability, Performance

CeEeEOCEs
PTERERTELE

Systems ]
Performance [iR@N
and

Application Network Traffic
Health Analysis

]

Application
Response Times

e Customizable, role-based access and reporting

* Web console with top-down and drill-down navigation

e Single interface for problem discovery down to root cause

e Correlated key metrics for infrastructure planning and decision support

e Third-party data integration m
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Application-Aware Network Monitoring
Use Case: Application Delivery




Use Case Environment

Boston Infrastructure

SC-TIXCHANGE-WEB BOS-TIXCHANGE-WS

CA Unified

Infrastructure
Management

CA Unified Infrastructure Management Robot
..................> NetFlow

—3  SNMP Polling
CA Network Flow
Packet Data (SPAN)

L Analysis (standalone) | m
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CA Application Delivery -
Analysis (standalone) .

|
| o
i
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Unified Service Manager Alarm View

Home  UnifiedDashboards  Reports  Design  Configuration

7] UnifiedServiceManager £t x|

E 2 Actions ¥ ?

o

Alarms by Severity Total: 22 * Santa Clara web server reporting T
1 excessive performance from CA
12 Application Delivery Analysis; launch
j URL action to view server details
0 =
Critlcal Maor Warning Info Clear

Y NoFilter v

L8 B B B B N B N N N &N _§B _§ |
I@'E‘ 172.19.24.2 Network - uim-8-3-5-cb_hub

L n B B B B N N B N &N &N N N N N B B B B N B B B N N N N _§B _§N N _§ |
Gn Oct 12 2015 01:33:10 PM
cessive degraded performance impact on TIXCHANGE-WEB. Server Incident #2808 http://10.238.80.60/SuperAgent/Investigator/Incidents/IncidentsViewFocus.aspx?MNav

II_I The server SC-TIXCHANGE-WEB i_s_expgrienci g
I 1 since 2 mins ago . MORE

Get Member Details
L2 21024 : sabfinc h Oct 12 2015 01:38:10 PM

er_iencing degraded perfummzlmpact on TIXCHANGE-DB. Server Incident #2802 http:
MORE
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Server Details Page

m Alarms

"E_ SC-TIXCHANGE-WEB

Metrics Interfaces Groups Reports v

S assunan®

& CcPuUsage

100
Name:  SC-TIXCHANGE-WEB it
Alias:  SCTIXCHANGE-WEB & s

IP Address:  172.18.24.2 ¢
Description:  SC-TIXCHANGE-WEB "
Dedicated:  VirtualMachine 20
OS Type:  UNIX 0

O0S Name: Linux

14:00 16:00 18:00 20:00 22:00 0:00 2:00 4:00 6:00 £:00 10:00 12:00 14:00
0S Version: 2.6
0S Description:  Linux version 2.6.18-274.18.1.el5 =
{mockbuild @xB6-001. build.bos.redhat.com) (gec & Processor Queue Length
version 4.1.2 20080704 (Red Hat 4.1.2-51)) #1 1
SMP Fri Jan 20 15:11:18 EST 2012
Origin: uim-; cb_hub b8
MAC Address:  00-50-56-A9-0C-C6 o
Bus Type:  Robot 0.4
: 0.2 : fi
Power - : i a) 1'\ 3 ‘||
|| Svstem Model:  VMware Virtual Piatform o Norordtaor Agrerag Ao o oo f
Compdtiriianies 2 3CTINCHANCEWER 14:00 16:00 18:00 20:00 22:00 0:00 2:00 4:00 600 £:00 10:00 12:00 14:00
Vendor:  VMware, Inc.
Virtualization:  VMware =
& Memory Usage
Alarms
100
@1
80
Disk " Usage N 60
#
! m—-——@ 10
20
o
14:00 16:00 18:00 20:00 22:00 0:00 2:00 4:00 6:00 8:00 10:00 12:00 14:00

a Physical Memory Usage
100

BO

60

4 =

16

© 2016 CA. ALL RIGHTS RESERVED.

[T

Server details shows key

system KPIs trended
over last 24 hours

Click Advanced tab to
view CA Application

Delivery Analysis metrics

technologies



CA Application Delivery Analysis Data

Santa Clara web server

Details Alarms Metrics Advanced Interfaces Groups Reports | v|

Application Response for SC-TIXCHANGE-WEB

Performance by Network - Packet Loss

30 M.
24 [

= 18 |

12 fi |
I\l

] I

0 AN NS AN N ,\,n-.J»f\_mV/\q ’\F&I\

15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 5:00 11:00 13:00

== uim-8-3-5-cb == Boston = New-York 10.0.11.233 == Santa-Clara

Total Bytes vs Retransmitted Bytes

32 MB

Il 24 MB

m
16 MB
8 MB J\/"\JM"‘WV“\/\j\f\J

0B

] .
15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 SIQQ LL.Q0, 13002

== Retransmitted Bytes == Total Bytes

17

New York location

Hosted Applications - Data Transfer Time
2.8k
2.4k
2k
1.6k

shows high packet loss

Web application

1

showing data transfer

1.2k

time of 2.5 seconds

BOO

400
p = e e AT

-
15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 5:00 11:00 13:00

=
L

fa-rri
I;-é&---

== TIXCHANGE-WEB == Secure Shell == Port 48000

Server Connection Time vs CPU Utilization
Low amount of
retransmitted bytes

® oas WA P s TN Y A Server connection time
and CPU normal

15:00  1B:00  21:00 0:00 300 6:00

== Connection Time == CPU Utilization

Ca

technologies
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Additional App Delivery KPIs for Santa Clara Web Server

Downstream Dependencies .
v Server Response Time

Se Port scT SRT 0BS k .
e pl Downstream dependencies
NY- Sk 5
oo 000ms | 40700ms | 298,902 | |||‘ §how'connect|on to Boston WS
_ « W is taking 4 seconds to respond
uim-§-3-5-cb 48000 0.00 ms 0.00 ms 14,857 ‘| | } .
SEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE, £ 3k ‘ - 5 SRTforwebserverSh0W|ng5+
BOS- _ | [ U
. moancews 248ecs | Al0 encs BET2 By T __ri,,r_ || ,1 i l\ ,il-lwufrJ |‘ seconds, indicating further
obLLLEL] ERELLLECLLEEL ELELEE] LEELEL 1 .‘.m.”. ,}Nmk.aerthu'uu i |T ]J‘. .m W.\LTI_ ’ ‘l |‘| evidence that issue is with
o Boston web service layer
15:00 17:00 19:00 21:00 23:00 1:00 3:00 500 7:00 9:00 11:00 13:00 Dr||| to BOSton Web Service
server
Incidents Total Sessions vs Refused Sessions
1D Application Severity Started On Duration 200 i"
s | HOWGE g O g » _“_ Inu_dents reflecjc CA Application
o _ || Delivery Analysis thresholds
F fl mll .
n "‘| AL being exceeded
] A . .
200 _ I — Web server is not refusing any
- Nnﬁ\_,_f\j\_ J’\_nv,..,,__JL_n-\.._,_n' ot — ‘ Sessions

0
15:00 17:00 15:00 21:00 23:00 1:00 3:00 5:00 7:00 $:00 11:00 13:00

= Total Sessions == Refused Sessions
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CA Application Delivery Analysis Data

Boston server providing web services for Santa Clara web server
Details Alarms Metrics m Interfaces Groups chn—ris|'

Application Response for BOS-TIXCHANGE-WS

Boston web services

Performance by Network - Packet Loss EEEEEER Hosted Applications - Data Transfer Time

- anmmmman, .
) s . s« . layer shows high packet
. . I . i I - Loss from Santa Clara
u 3k = . -
. sl e : H : web server and high
4 u U . =
| " | [ ] M H i
> I A A .’f\‘.."v’u“‘ | |K ok W Lo 1 sl data transfer time from
o ' - o e Boston web services
15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 ﬁEU.H &‘l;ﬂﬂ 15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00% 9 oo ll!UUIJS!UU
== SC-TIXCHANGE-WEB == TIXCHANGE-WS ‘ mEmmmes Server
Total Bytes vs Retransmitted Bytes Server Connection Time vs CPU Utilization
768 KB § . fi il
wi0 k8 |‘ 1 4 | |‘ - i 4
| | | Il 3.6
512 KB ‘| || o || | ||| | ‘ {'| | ||| |‘\ |j' Y aadl
= e \ - | 1 £ ol || \"“H ||'/||J""'\ \ Nl ' " o Issue pointing to
zs6K8 | A e S Y A f , \ : .
R ATV e NV qll 0 ) VN e network (high packet
B s 2 A
! 15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 %:00 11:00 13:00 Dlh!UU 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 5:00 11:00 13:00 IOSS and hlgh response
== Total Bytes == Retransmitted Bytes == Connection Time == CPU Utilization ti me between Sa nta
Downstream Dependencies N Cla ra and BOSton
Server Response Time
Server Port sct SRT o8BS 14k , Let’s look at the Boston
uim-8-3-5-¢b 48000 0.00 ms 0.00 ms 15,102 iz: |||| |\I‘ router to fu rther
| B o
p B N investigate the problem
8k REVLAT

p

\ \
.||

il
Qk\\' IIL/k !\" I J\.'r|| |'\-’"\”‘ IMIIH‘-‘H\d‘ 1
1'535 _____ _J,L',_ ,,,,,,, VAR _JL__J'—‘T
) | .

15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 S:00 11:00 13:00 technologies



Flow and SNMP Data from Boston

Metrics
<

Advanced

[ m Alarms

Top 10 Hosts - Summary (last 24 hours)

Volume

In/Out
659.0 MB
37.10 MB

Host

172.15.24.20

4.18 MB
125.9 MB

216.58.219.206

19.61 MB
67.33 MB

172.19.27.252

54.36 MB
13.95 MB

172.19.24.18

15.49 MB
42.28 MB

172.19.24.2

Top 10 Conversations - Summary (last 24 hours)

Conversation Voluma

In/Out
172.15.24.20 125.9 MB
216.58.219.206 4.18 MB
172.19.24.20 48.44 MB
216.58.219.238 1.56 MB
10.0.11.241 46.28 MB
172.15.27.252 612 B
172.19.24.2 12.78 MB
172.15.24.18 20.83 MB
172.19.24.20 32.18 MB
216.58.219.195 1.32 MB

20

Groups

Volume
Total

696.2

130.1

B86.54

6B8.31

57.78

Volume
Total

130.1

50.00

46.28

33.61

33.51

uDiys
15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 $:00 11:00 13:00
= youtube twitter ssl == google-services http-alt == Other
| Stacked Protocol Trend - Out
MB
24 kbit/s
MB 20 Kbit/s
16 kbit/s
MB
£ 12 kbitjs
ME B kbit/s
MB 4 kbit/s
0 bitys
15:00 17:00 19:00 21:00 23:00 1:00 3:00 5:00 7:00 5:00 11:00 13:00
- netflow http-alt samp twitter == hostname == Other
MB -
& Errorsin / ErrorsOut
MB
0.06
Me 0.02
“
&
MB -0.02
-0.06
MB
=] | 02
15:00 17:00 1%:00 21:00 23:00 1:00 300 5:00 7:00 S:00 11:00 13:00 15:00
6 DiscardsIn / DiscardsOut AEEEEEEEDR
[ ] [ ]
[ ] [ ]
13 - -
[ ] [ ]
w 0.8 ] ]
i [ [ ]
[} [ ]
o [] [ ]
o m— e L L

15:00 17:00 19:00 21:00 23:00 1:00 300 500 700 oM 11:00 1300 15%0
LY R RERR R L
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Site Router

* Flow and SNMP data do
not show high

utilization, however it
does show spike in
traffic that is discarded

technologies



Boston Site Router — CBQoS Stats

& CBQos Class Map Rate - In
30 kbit/s
24 kbit/s
1B kbit/s
12 kbit/s

B kblt/s
0 bitfs

; o= A
AT

W
=1
£

15:00 1B:00  21:00 0:00 3:00

6:00

= browsing == business-critical == business-tier2

& CcBQos Class Map Drops - In

1.2 kbit/s

« B00bitfs
a
rs]

400 bit/s P ——
WAL
LU
0 bit/s il B L

5:00

12:00

== UnknownClassMap

15:00 18:00 21:00 0:00 3:00 6:00

== browsing == business-critical == business-tier2

Top Host Per ToS - Summary (last 24 hours)

ToS Host Nelume
In/Out

EF (DSCP46) 172.18.24.20 i
13.03

CS3 (DSCP24) 172.19.24.20 155.7
10.95

AF21 (DSCP18) 172.19.24.20 S
13.00

Default Traffic 172.15.27.252 2241
46.60

5:00

MB
MB
MB
MB

MBE
MB

12:00

== UnknownClassMap

Volume
Total

291.2 MB

210.7 MB

149.6 MB

47.11 MB

15:00

15:00

& cBQos Class Map Rate - Out

12 kbit/s

@ B kbiys
0

4 Kolt/s Further drill down into
0 bit/s SNMP data shows
15:00 1B:00 21:00 0:00 3:00 6:00 5:00 12:00 15:00 g 9n0 9
business critical queue is
- b ing = busi critical == business-tier2 == UnknownClassMap

dropping traffic, causing

packet loss and

& CBQos Class Map Drops - Out S
12 kblt/s . performance problems
L] [ ]
| skbis = | for any apps hosted or
7 sews = ", . being accessed by the
u N ow B q
L oston site
0biys L] llll :
15:00 1B:00  21:00 0:00 3:00 6:00 9:00 12:00 15:00
= br ing == busii critical == business-tier2 == UnknownClassMap

Top Conversation Per ToS - Summary (last 24 hours)

ToS Conversation
In/Out Total
EF (DSCP46) 172.19.24.20 126.0 MB 130.2 MB =l
216.58.215.206 4.20 MB
€S3 (DSCP24) 172.159.24.20 32.04 MBE 33.38 MB
216.58.219.155 1.33 MB
AF21 (DSCP18) 10B.174.10.10 2.01 MB 15.22 MB 7
172.19.24.20 13.21 MB
Default Traffic 10.0.1 1251 46.28 MB 46.28 MB m
172.19.27.252 0B r ®
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Use Case Summary

= Santa Clara Web Server experienced excessive performance alarm

= QOperator drills to Santa Clara web server details page to view system resource
performance

= QOperator views the advanced tab to view CA Application Delivery Analysis metrics,
which reveal slow performance when accessing Boston web services layer

= Viewing Boston web services layer, CA Application Delivery Analysis metrics reveal
high packet loss between Santa Clara and Boston

= Flow and SNMP data do not show utilization issues, however the router is showing
high discards

= Further router investigation shows business critical QoS queue is dropping traffic

Ca
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Always In Title Case;
2 Lines Preferred

Subtitle or presenter name [sentence or
title case as needed Calibri 18 pt]

Insert Date Here

CGa
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Inserting Existing Presentation/Slides

To insert slides from an existing presentation into this template:
1. Select the slide(s) to be copied (from thumbnails or slide sorter)
2. Right-click and click Copy

3. Place your cursor where you want to insert the slide(s)
= To use the white background, place the cursor after the light title slide
= To use the dark background, place the cursor after the dark title slide

4. Right-click and choose ‘Use Destination Theme’ T Paste Options:

(to use the correct formatting from this template) & A

Use Destination Theme (H)

Once you are done, delete the sample slides

6. Save your work

Ca
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Sample Slides

Delete these slides from your final presentation —
they are for guidance and usage information only.




Understanding the Master Slides

White vs. Dark Backgrounds

CA _Corp

Title Slide 2 Title and Content  Title, Subtitle and Two Content Title, Subtitle, 2
Content

Content

Title Only Title, Subtitle Only Title and Full Page Agenda
Photo

Closing Slide

CA Corp Template

White background is to be used in the
majority of situations, particularly for
internal use and when printing is expected.

Always avoid mixing different color backgrounds (i.e. white and dark) within the same presentation.

26

Blank

CA _Event

Title Slide Title and Content  Title, Subtitle and Two Content Title, Subtitle, 2
Content Content

Agenda
Page Photo

Closing Slide

CA Event Template

Dark background is to be used for event
situations where lighting in the room is low
and the white background is too bright.

© 2016 CA. ALL RIGHTS RESERVED.

Corp and Event Divider

Divider Slide Divider Slide 2

Corp and Event Divider

Can be used for both
Corporate and Event
presentations.

Ca
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Understanding Disclaimers

Internal and External Footers

Update the standard external disclaimer depending on the audience for your presentation

1. From the View tab, choose Slide Master s s e
2. Goto the first slide of the master you are using and replace the disclaimer copy with the correct version
from the two options below; the copy will appear on all pages

3. Choose ‘Close Master View’ to return to Normal Slide View

Internal Disclaimer Copy and Paste footer onto your master slides.

© 2014 CA. ALL RIGHTS RESERVED. CA CONFIDENTIAL AND PROPRIETARY INFORMATION; FOR INTERNAL USE ONLY. NO UNAUTHORIZED USE, COPYING OR DISTRIBUTION.

External Disclaimer (product roadmaps) Copy and Paste footer onto your master slides.

© 2014 CA. ALL RIGHTS RESERVED. ALL TRADEMARKS, TRADE NAMES, SERVICE MARKS AND LOGOS REFERENCED HEREIN BELONG TO THEIR RESPECTIVE COMPANIES. NO UNAUTHORIZED USE, COPYING

OR DISTRIBUTION PERMITTED. PLEASE NOTE THAT THIS PRESENTATION IS FOR YOUR INFORMATIONAL PURPOSES ONLY DOES NOT SERVE AS ANY TECHNICAL USER GUIDES OR DOCUMENTATION.
THERE IS NO DIRECT OR INDIRECT WARRANTY PROVIDED PERTAINING THE PRODUCTS AND ACTUAL USE MAY VARY FROM THE ILLUSTRATIONS PROVIDED.

Ca
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Character Guidelines

TITLE SLIDE HEADLINE

Calibri Regular | 36 pt | Max 2 Lines | Max Character: 80

TITLE SLIDE SUBTITLE

Calibri Regular | 18 pt | Max 2 Lines | Max Character: 100

SLIDE HEADLINE

Calibri Regular | 28 pt | Max 2 Lines | Max Character: 90

COPY SLIDE [TEXT ONLY]

Calibri Regular | 24 pt | Character Range Per Slide: 600-650

COPY SLIDE [WITH GRAPHS, CHARTS, TABLES]

Calibri Regular/Bold | 18 pt, 16 pt, 14 pt

28 © 2016 CA. ALL RIGHTS RESERVED.
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Corporate Template Color Guideline

TEXT [HEADLINES, SUBHEADLINES, BODY COPY] APPEARS IN:

Dark Blue White Dark Gray Digital/Dark Background
R:34 G:70 B:94 R: 255 G: 255 B: 255 R: 88 G: 103 B: 109 R:46 G:68 B:75

COMBINATION FOR CHARTS/TABLES/GRAPHS/GRAPHIC ELEMENTS (ICONS, STROKES, ETC.)

Cool Gray
R:208 G:216 B:216

Light Blue Light Green Yellow Light Purple Dark Green
R: 83 G:187 B:212 R:87 G:193 B:180 R: 255 G:201 B: 28 R:189 G:102 B:169 R:6 G:63 B:52

29

The light colors should be used minimally compared to the Blue and Gray.

Maroon
R:109 G:4 B:4

The color palette has been programmed into the corporate template.

© 2016 CA. ALL RIGHTS RESERVED.

Purple
R:59 G:34 B: 86

Ca
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Event Template Color Guideline

TEXT [HEADLINES, SUBHEADLINES, BODY COPY] APPEARS IN:

White Dark Gray Dark Blue Green
R: 255 G: 255 B: 255 R: 88 G: 103 B: 109 R:25 G:39 B:44

COMBINATION FOR CHARTS/TABLES/GRAPHS/GRAPHIC ELEMENTS (ICONS, STROKES, ETC.)

Dark Blue Green
R: 25 G:39 B:44

Light Blue Light Green Yellow Light Purple White Cool Gray Dark Gray
R: 83 G:187 B:212 R: 87 G:193 B: 180 R: 255 G:201 B:28 R: 189 G:102 B: 169 R: 255 G: 255 B: 255 R:208 G:216 B:216 R: 88 G: 103 B: 109

The light colors should be used minimally compared to the Blue and Gray.

The color palette has been programmed into the corporate template.

G
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Agenda

31

TITLE OF SECTION ONE

TITLE OF SECTION TWO

TITLE OF SECTION THREE

TITLE OF SECTION FOUR

TITLE OF SECTION FIVE

TITLE OF SECTION SIX
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Agenda

TITLE OF SECTION ONE
TITLE OF SECTION TWO
TITLE OF SECTION THREE
TITLE OF SECTION FOUR
TITLE OF SECTION FIVE

TITLE OF SECTION SIX

G
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Title — Title Case, Calibri 28 pt
2 Lines Max

= Bullet 1, Calibri regular 24 pt
— Sub-bullet, Calibri regular 20 pt

= Sub-sub-Bullet, Calibri regular 18 pt
— Sub-sub-sub Bullet, Calibri regular 16 pt

= Sub-sub-sub-sub Bullet, Calibri regular 14 pt

33 © 2016 CA. ALL RIGHTS RESERVED.
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Example Table

TITLE TITLE TITLE TITLE TITLE TITLE TITLE
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX

Ca

technologies
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Example Table

TITLE TITLE TITLE TITLE TITLE TITLE TITLE

Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX
Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX

Description Here XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX XXXXXX

G
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Example Pie Chart

The [sidebar text] is sentence
case and top aligns with the

[chart] when used next to a
chart.

Chart Title

W 1stQtr m2nd Qtr MW 3rd Qtr

© 2016 CA. ALL RIGHTS RESERVED.
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Example Pie Chart

The [sidebar text] is sentence Chart Title
case and top aligns with the

[chart] when used next to a
chart.

2nd Qtr MW 3rd Qtr M 4th Qtr

G
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Example Column Chart

Chart Title

O L N W H Ul OO N

Category 1 Category 2

B Series1 MWSeries2 MSeries3 MWSeries4 MWSeries5 M Series6

(o2
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Example Column Chart

Chart Title

8
7
6
5
4
3
2
1
0]

Category 1 Category 2

B Series1 MSeries2 MSeries3 MWSeries4 MSeries5 M Series6

Ca
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Example Timeline

TITLE JAN FEB MAR APR MAY JUN JUL AUG SEPT oCT NOV DEC

Description Here

Description Here

Description Here

G
40
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Example Timeline

TITLE

Description Here

Description Here

Description Here

Description Here

Description Here

Description Here

JAN FEB APR MAY

Label arrow

Label arrow

Label arrow
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