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Introduction

Disaster Recovery (DR) is a critical component of a highly available environment. A typical
SecureSpan Cluster is configured in a single data center. In the event that the data center is
incapacitated by a disaster (e.g. earthquake, flood, terrorist attack, etc) there needs to be a
mechanism whereby the functionality of the SecureSpan is brought back online as quickly as
possible.

There are several possible solutions to a DR configuration, ranging from keeping a cold spare
with recent backups available that can be manually implemented as required to a remotely
located system that is configured to take over the responsibilities of the primary SecureSpan
cluster within @ minimum time frame.

This paper outlines a procedure for configuring a single node in a remote location that can
serve as a Disaster Recovery (DR) system. The idea is to create a database node that
replicates the database from the secondary node of the cluster (i.e. chain replication) and is
thus continually up to date with respect to the data store. The DR node is configured to be in a
disabled state so that it will not write to the database and cause a collision. When the DR node
is activated several manual steps will be required to be run.

Note: This tutorial applies to version 5.2 of the SecureSpan Gateway.

Assumptions

The following assumptions are made:
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e An operating SecureSpan Gateway cluster has already been configured with two database
nodes

e All systems have been mapped in the /etc/hosts files if not configured in the DNS

e All ancillary systems also have a redundant configuration in the DR environment for the
SecureSpan Gateway to access with the same mappings as the live cluster, including
application servers, LDAP, JMS, JDBC, SNMP, SMTP, etc.

Configuration

Throughout these instructions the two nodes in the cluster will be referred to as ssgl and
ssg2, with ssgl being the database node hosting the primary database. The DR node being
configured will be referred to as ssg-dr.

Preparing the secondary DB node on ssg2

Log on to ssg2 as root and run /opt/SecureSpan/Appliance/bin/add_slave_user.sh to add a
new ACL to the MySQL database for the DR system to replicate:

Configuring the DR node replication

1. Log on to ssg-dr as ssgconfig then access the privileged shell using option 3) Use a
privileged shell (root) to log in as root.

2. Edit /etc/my.cnf and add a line to set server-id=3:
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3. Restart the mysqld service:

4. Use scp to copy the create_DR_slave.sh script (see Appendix 1 for listing) to the ssgconfig
user's home directory. Set ownership to root:root and permissions to 700 then move to
/usr/local/bin:

5. Run the create DR_slave.sh script to configure the slave database:

Note: If the database is very large the clone command may time out. If this happens access
the root shell on ssg2 and manually dump the database with:

# mysgldump --master-data=1 -r ssgdump.sql ssg

then copy ssgsump.sql to ssg-dr and load it using:
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mysgladmin stop-slave

mysgladmin create ssg

mysgl ssg < ssgdump.sqgl

mysgladmin start-slave

mysgl -e "SHOW SLAVE STATUS\G" | grep Running
Slave IO Running: Yes
Slave SQL Running: Yes

4 S o e

6. Exit the root shell then select option 2) Display SecureSpan Gateway configuration
menu followed by option 3) Configure the SecureSpan Gateway to configure the DR
gateway to use the localhost database but remain in a disabled state:
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Monitoring the Replication State

1. Use scp to copy the monitor_replication.sh script (see Appendix 2 for listing) to the
ssgconfig user's home directory.

2. Log on to ssg-dr as ssgconfig then access the privileged shell using option 3) Use a
privileged shell (root). Set ownership of monitor_replication.sh to root:root and
permissions to 700 then move it to /usr/local/bin:

3. Edit /usr/local/bin/monitor_replication.sh and set the configurable settings, including:

MONUSER (must be same as was used during create_DR_slave.sh)
MONPWD (must be same as was used during create_DR_slave.sh)
NOTIFY (default is probably OK)

NOTIFY_SMTP

Configure exim per notes in script

NOTIFY_TO (required)

NOTIFY_CC (optional)

NOTIFY_BCC (optional)

MTA_FLAG (see notes for value. Default is probably correct)
NOTIFY_SNMP

e SNMP_HOST (required)

o COMMUNITY (required)

e OID_ERROR (default is probably OK)

OID_INFO (default is probably OK)

VERBOSE (set to yes for testing, no for production)

Note: If using SNMP for notification be sure that net-snmp-utils is installed. See notes in

script.

4. Test monitor_replication.sh:
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5. Confirm that notification was properly received for the fail test. If everything looks correct
edit /usr/local/bin/monitor_replication.sh and set VERBOSE="no' then add
/usr/local/bin/monitor_replication.sh to crontab. See notes in the script for more
information:

Activation

Activating the failover node involves logging in to the DR node, stopping replication then
activating the node. Once the node is activated traffic can be routed to it.

Note: It is very important that the slave on DR be disabled in the event that the database on
ssg2 inadvertently comes back up.

1. Log on to ssg-dr as ssgconfig then access the privileged shell using option 3) Use a
privileged shell (root).

2. Run "mysqgladmin stop-slave’ to stop the database from slaving the secondary node:

3. Optional: Run crontab -e to comment out the replication monitoring:

4. Type 'exit' to log out of the root shell and return to the ssgconfig menu.
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From the main ssgconfig menu select option 2) Display SecureSpan Gateway
Configuration menu.

Select option 3) Configure the SecureSpan Gateway.
Select option 4) Node Configuration.
Enter Yes to enable the node.

Enter S) Save and exit to save the new setting followed by the [Enter] key to continue
until you are back at the SecureSpan Gateway application menu:

10. Wait about a minute for the SecureSpan Gateway to start then select option 7) Manage
SecureSpan Gateway status to check state of the SecureSpan startup. If it is not
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running exit back to the menu and wait, then select option 7 again. Once it is RUNNING
you can proceed to the next step..

11. Exit from the ssgconfig menu and confirm that the SecureSpan Manager can connect to
the DR node directly.

12. Configure the network routing infrastructure to route messages to the DR system.

Restoring the Cluster

The following steps for restoring the cluster after the primary site is recovered assumes that a
recent back up of the cluster before the disaster happened is available.

1. Restore the cluster to its last known good state, including database replication between
the database nodes.

2. Schedule a maintenance window for failback to the cluster. Do not continue these steps
until the maintenance window arrives!

3. Log in to each cluster node as ssgconfig, select Option 3) Use a privileged shell (root)
to access the root user then stop the ssg service and confirm the listening ports:
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4. Confirm that database replication is functioning on each node. If it is not take steps to
ensure replication is properly functioning:

5. Log in to the DR node as ssgconfig, select Option 3) Use a privileged shell (root) then
dump the database and copy to primary DB node (ssgl) using scp:

6. On ssgl load the ssg-dr.sql database dump into the ssg database:

7. Start the SSG service on both cluster nodes:

8. Confirm that replication monitoring is working on both nodes and that the SecureSpan
Manager can connect. Once verified redirect traffic to the cluster.

9. Disable the SSG on the DR node through the ssgconfig menu and reconfigure the DR node
to replicate from ssg2.

Discussion

This method of configuring a Disaster Recovery node has the advantage of being fully up to
date and ready to go live with minimal effort. The impact on the production cluster nodes is
limited to replication reading from the secondary database node, which should be minimal.
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Another option would be to retrieve a periodic backup image from the primary node using
wget and running it through ssgrestore.sh on an automated basis. This has the disadvantage
of possibly being out of date by hours. Retrieving a full backup image would have the
additional disadvantage of being a larger performance impact on the primary database node.
There are also implications of OS level setting (IP addresses, etc) that may need to be
addressed.

It is important to consider the issue of load capacity when using a single DR node. If the
normal operating level of traffic is greater than a single node can handle then either some
form of traffic shaping will be required in the DR networking infrastructure or the DR system
will need to be configured as a cluster itself. A DR cluster would need to be limited to a single
database node for initial takeover, with both processing nodes in a disabled state until
activated. If there is a chance that the DR cluster will be running for an extended period of
time it would be possible to configure the DR cluster with a replicated database. If a DR
cluster is required contact Layer 7 Pro Services for help with configuration.

Appendix 1: Listing of create_DR_slave.sh
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Appendix 2: Listing of monitor_replication.sh
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